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Introduction

This report presents a somewhat wider cross-section of research
carried on in the Department of Linguistics than our previous
reports.¥ While a number of papers report direetly on work performed
under Grant No. GN-53L4, National Science Foundation, some of the
papers have been prepared with support from other sources, and ; few
unsponsored papers have been included. The publication of these
pavers has been made possible by support from the Graduate School of
The Chio Btate Uniwversity. Appropri;ﬁe acknowledgement is given in
connection with each paper.

The areas represented include semantic theory (paper by Fillmore),
syntax (papers by G. Lee, P. Lee and G. Drachman), phonological
theory (papers by A. Zwicky), experimental phoneties (paper by I.
Lehiste), languase acquisition (papers by A. Zwicky and M. Edwards)
and bilingualism (paper by I, Lehiste). We expect that most of the
papers will eventually be puﬁlished through regular channels; however,
as a part of the process of g;ving the papers their final form, we

y &

would like to present them to Eolleagﬁes in the field for critiecism

and discussion.

#7t should be noted here that Working Papers in Linguisties No. L

was originally scheduled to contain papers presented at the First
Columbus Semantics Festival, which took place on April 1k-15, 1969,
These papers, however, will be published in more permanent form by
Holt, and they will be edited by D. Terence Langendoen. Inquiries
concerning that projected volume should be directed to Dr. Langendoen.
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Copying, and Order-changing Transformations in Modern Greek*

Gaberell Drachman

#This paper outlines part of the results of research in Greek syntax
undertaken during a Research Quarter graciously granted me by the
Ohio State University College of Humanities in Spring 1969. I am
much indebted to Professor G. Kowrmoulis, Chairman of the Department
of Linguistiecs at the University of Athens, Greece. He noct only
made an office and a library available to me, but alsc invited me
to conduct within his Department the Seminar in Syntax as a result
of which the present paper took its first shape.



Copying, and Order-changing Transformations in iodern Greek

Gaberell Drachman

Abstract
The phenomenon of "redoublement de complement'" in Modern Greek
may straightforwardly be re-interpreted as copying: that is, in
_ i
terms of a rule-series that copies the complement on to the front
of the Verb-Phrase, pronominalizes one or other of the two occurrences,
and then either treats the pronominalized cecurrence as an enclitic
or deletes it.

Sut evidence may be adduced that, at least for Greek, a similar
cooying orocess is also invelved in the transformations for Relati-
visation, SubJect-raising, and Conjunct-movement, as well as in the
derivation of inputs for backward Gapﬁing.

It is suggested that the difference between the English and Greek
outputs results not from the fact that English émploys "order-change"
where Greek employs "copy" processes: rather, the processes of Copy
are common, but English nhlinatof?ly deletes the reliecs of copy, while

Greek sometimes retains them. Cnﬁyinﬁ is thus to be considered an

important (and universal?) mechanism of order-changing.
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l. Redoublement de complement as Copying.

1.1. Copy of Direct Object.l
The simplest sentences of the type
1.1. O kinigos skotose ton liko
The hunter killed the weolf
have free alternants showing redoublement de complement, i.e.,
containing an additional pronoun identical in shape with the article
of the object WP. Thus,
1.2. O kinigos ton skotose ton liko.
1.3. O kinigos ton liko ton skotose.
Now whereas 1.3. shows en ordering variant which may or may
not depend on 'free word order' type rules,2 the additionel pronocun
clearly has no connection with such re-ordering, as is clear from
the grammaticality of 1.2. itself, What is more, the ungramm#ticality
of non-contrastively-stressed ’
§ol. 90 Bindges hon Sike skitone
in which VP-internmal permutation is employed, can hardly be explained
in relation to 1.3., since it is absurdly ad hoc to suppose that
the permutation somehow requires the adéitional pronoun.
On the ether hend, the:{apparent] eopy¥ing of the.article may
be motivated, for both 1.2. hnd.l;B., if we assume that what is

copied is the entire Direct Object NP. Such copying will produce a

treeh such as:
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b=
.—""H/’
NP VP
| T i e
¢ kKinigos Copy NP v NP
|‘
ton liko skotose ton liko

We shall assume that in the present case the choice of NP
Object to be retained in full is (stylistically) free.” However,

instead of being deleted, the remaining NP Object is pronominalised.

Thus, pronominalising the Copy NP results in 1.2: "0 kinigos ton
skotose ton liko"; on the other hand, pronominalising the original

6 1.3:"#0 kinigos ton liko

NP Object produces the ungrammatical
skotose ton." The natural derivation-order for these processes is
-of" course: |

1. Copy Direct Object HE (optional)--by sister-adjunction
(to left) under ‘u’f I

2. Pronominalisation under Identit}l?ithin VPT (oblig)

3. Enclitie attraction Ifohlig}——fnr most dialects.a

1.2. Copy of Indirect Object.
Consider next sentences WithlIndi'rec‘i:. Object NP, (The IO-NP and
any copy pronoun are underlined}:l
l.5.a. 0O Petros edose td krasi ston Mixali.

Feter gave the wine to Michael.

1.5.b. O Petros pire to krasi apo ton Mixali.
Peter took the wine from Michael.
Sentences 1.6.a. and 1.6.b, below show the alternative construction

with the inflected Article in a simple NP.

v
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1.6.a. O Petros edose to krasi tu I~'Ii.;a»:a.l:1..‘gI

1.6.b. 0O Petros pire to krasi tu Mixalil.
L PoERll
Put the IO-NP may alsoc be copied, as may be seen in the following
sentences:
1.7.a. *O Petros tu edose to krasi ston Mixali.

1.7.b. *O Petros tu pire to krasi apo ton Mixali.

1.8.a. #*0 Petros ston Mixsli tu edose to krasi.lO

§

1.8.b. *0 Petros apo ton Mixali tu pire to krasi.

1.9.a. O Petros tu edose to krasi tu Mixa1i.}?

1.9.b. O Petros tu pire to krasi tu Mixali.

1.10.8. 0O Petros tu Mixzli tu edose to krasi.

1.10.%. O Petros tu Mixali tu pire to krasi.

Note that those sentences in which the copy pronoun co-oceurs
with the preposition-phrase are ungrammatical (1.7., 1.8), while
those containing the copy proncun and the simﬁle NP are grammatical
(1.9., 1.10.) regardless of which NP, crigina; or copy, is retained
in full. For the disleets in which 1.7. and 1.8. are ungr&mmatic&l,

copy may not involve a preposition phrase.

1.3: Copy of Direct and Indirect qtjéat Personal Pronouns.

What is most charaeteristically Balkan in the copying of
complements appears in the personallfronoun system.l2 Consider the
Direet Object, in sentences 1l.ll.a-d:

l.11.a., O Petros filise egmena.
Peter kissed me.

1.11.b. O Petros me filise emena.
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l.11.e. O Petros emena me filise.
1.11.4, O Petros me fillse.
and the Indireect Object in sentences 1.12.a-g:
1.12,a. . 0 Petros dini to krasi semena.
Peter gives the wing to me.
i.lE.b. 0 Petros dini to krﬁsi emena.
1.12.c. *0 Petros mu dini teo krasi semena.
1.12.d4. O Petros mu dini to krasi emens.
1.12.e. *) Petros semens mu dini to krasi.
1.12.f. 0O Petros emena mu dini to krasi.
1.12.g.. O Petros mu dini to krasi.
It is e¢lear, again, that the preﬁosition phrase blocks the
copy rule; that when copy applies one or other of the cccurrences
of the ﬁG or I0 beccmes an enclitic, and that this enclitic is

attracted to the verb.l3* 1k

1.4, Copy of both Direct and Indirect Objects.
As was seen above, the enclitiec attraction rule normally places
the enclitic immediately in front of the werb-=but for Imperative

immediately after the verb. |

The sentences below show bcth'pﬂ and IO enclities.
' ¥
1.12.4. O Petros mu dini to krasi emena.
Peter gives me the. wine.

1.15.a. 0O Petros mu to dini to krasi emena.

1.15.b, : @ Petros to krasi mu to dini emena.
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1.13.a. Dcée-gg to krasi emena!
Give me the winé!

1.16.a. Dose mu to to krasi emena!

1.16.b. Dose 4o mu to krasi emena!

1.16.c. *Dose to krasi mu to emena!

1.16.4. *Dose to krasi to _mu emena!

1.16.e. *Mu to dose to krasi emena!

For the non-Imperative cases, the DO and IO enclitics clearly
have the order IO + DO, and preceed the verb. However, for the
Imperative, the enclitics must both immediately follow the verh
(#1.16.c-e), although the order seems to be optional (1.16.a. vs.
1.16.b.i. If this option is to be expressed as an optional switching
rule, assuming that DO + I0 is somehow basie, it is important to
disengage this switching rule from the S:ramhling.rule——since the

latter otherwise only operates on major constituents.

1.5. A Constraint on Choice of "Survival" NP.

Evén for the simple sentence ffpeﬁ so far considered, the cholcge
of NP to survive in full seems to correlate with some degree of
topicalisation--and thus, vithﬂstreaaf This may be confirmed from
a consideration of sentences wiﬁh non-contrastive stress containing
Q-words, Neg, and Prohibitien. '3

1.17.a. Pu tin evales fin lampa?
Where did you pﬁ; the lamp?

1.17.p. 1TPu tin lamﬁa tin evales?

1.18.a. Pote to extises to spiti?

When did you build the house?
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1.18.b. ?Pote to spiti to extises?
1.19.a. Yati ton dernis ton'yo.sq?
Why do you beat your son?
1.19.b. ?Yati ton ¥yo su ton dernis?
1.20.a. Den tin evala tin lampa eki.
I didn't put the lamp there.
1.20.b. *Den tin lampa tin evala eki.
1.21.a. Min tin valis tin lampa eki!
Don't put the lamp there!
1.21.b. *Min tin lampe tin wvalis eki!

15 it seems that topicalisation of

With non-contrastive stress,
the DO is marginally allowed with (fronted) Q—wﬁrﬁs, but not allowed
at all with Neg or Prohib. The constraint with Q-words is not well
understoocd: on the other hand, that on Neg and Prohib probably
follows simply from the requirement that these morphemes are attracted

to the verb.lé

2. Copy and Helative.

In this section, it will be suggested that (restrictive)
relativisation involves the Copy rule, assumiﬁg that such Relatives
derive from a Base rule of the type NP —— NP 5, where S contains

an NP identical with the head NP.

2.1l. Simple Relatives.
The simplest derived forms of the sentence "There's the well

that the neighbour dug" are (the relatives are underlined):
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2.1.a. Na to pigadi to opio anikse o yitonas.lT

2.1.b. HNa to pigadi pu anikse o yitonas.

2.1.c. *Na to pigadi anikse o yitonas.l®

Labelling (2.1.a.) as the opi-relative and (2.1.b.) as the pu
relative, consider now the parallel sentences with (underlined) copy.
2.2.a. *Na to pigedi to opio to anikse o yitonas.

2.2.b. Na to pigadi pu to anikse o yitcnas.
where it is seen that pu-relative shows the usual enclitic trace of
copying, while opi-relative shows none.
Now it is of course possible to maiptain that we have here a

19

stylistic dichotomy: opi-relative does not allow copying, where pu-
relative does. On the other hand, one might hold that the very

process of relative itself slways consists of copying, but that the
enclitie-deletion rule is obligatory for opi-relative but only opticnal
for pu=relative.

Thus, suppose the sentence at the stage

Ha to pigadi - o yitonas anikse to pigadi.
Copying of the "identical_HP" onto the front of the embedded S5 gives
Na to pigadi - to pigadi - o yitonas anikse to pigadi.

At this stage, relami;e replacement in the embedded S must.cccur;
but here opi and pu relatives differ: Eﬁi:;elative replaces the Noun
only, while ngrélﬁtive replaces thé vhole NP. Thus:

Na to pigadi - to ovio - o yitonas anikse to pigadi
but Na to pigadi - pu - ; Yitonas anikse to pigadi.

The second, and more important difference between the two deriva-

tions is that for the opi-style there is no enclitic Identity-




replacement~ pronominzl for the criginal ¥P-DO in the embedded 5,4V

and thus the whole NP is deleted. "

We are thus in effect claiming that the difference between opi
and pu relatives is not that the one requires Fronting and the
other Copying: both require copying, but the rules for relative
replacement and the fate of the 'original' NP differ in detail.

Assuming that Relative always requires copying, it might still
appear that a rather special form of covpying is involved; first,
copying is obligatory, and second, there is no choice of survival NP--
in fact we may not choose the 'original" for survival in full.21
But this is hardly & ceonstraint on copyiﬁg: quite simply, these are
the conditions on Relative replacement. That is, we may as well
leave the copy rule to operate unconstrainedly.

Indirect Object relat;vestbehave in a manner similar to Direct
Ubjeet relatives. Thus:

2.3.a. Methise ¢ anthropos ston opion edose ta xrimata.
The man to whom I gave the money got drunk.

2.3.b. *Methise o anthropos ston opion tu edosa ta xrimata.

2.4.a. Methise o anthropos pu edosa ta xrimata.
2.4.b. Methise o anthropos pu tu edosa ta xrimata.
As befor;: no reflex of the ofiginal I0-NP survives in ston
ggigg_relafive, and the same explanﬁtinn applies as above,
Relativisation is thus one of tﬁe configurations in which copy

is employed--what is special about relative copying is perhaps only

the fact that S-adjunction is required.
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2.2. Relatives with Adverb Phrasés.
Zven clearer evidence for the copy nature of the relative rule
is to be seen in relatives from adverbial phrases, e.gZ., of Place.
In this section, it is suggested that the constraint on relative-
replacement is a sufficient cause for the obligatory total deletion
of the 'original' adverb phrase with opi-relative.
Assuming the copy rule has aperafed normally for these cases,
consider the stage in the derivation giving sentences such as:
2.5. Vrika to kalivi-mesa sto kalivi-meni o yiftos-messa
sto kalivi, '
I found the hut-in the hut-stays the gypsy-in the hut.
The relative-replacement rule here gives not two but three possible
nutputs,_involving cpi, opu, and pu:
2.6. Vrika to kalivi-mesa sto opio-meni o yiftos.
2.T. Vrika to kalivi-ppu-meni o yiftes.
2.8. Vrika to kalivi-pu-meni o yiftos.
Note that, as before, QE;_replace; aﬁlyrthe Noun in the copy, whereas
opu and pu replace the whole Preposition Phrase. However, while opi
-hes but one acceptable outputzfe.é.}, opu and pu have two further

alternat{ves:

2.9.a. Vrika to kalivi—upuéﬁesa tu-meni o yiftns.ag

2.9.b. Vrika to kalivi-pu-mesa tu-meni o yiftos.
2.10.a. Vrika to kalivi-opu-mesa-meni o yiftos.
2.10.b. Vrika to kalivi-pu-mesa-meni o yiftos.
In 2.9, and 2.10., we rini the debris of the 'original' adverb

phra.sa.23 The possibility of making the enclitic tu, enables the



whole remnant-phrase to be treated as an enclitie and thus

attracted to the pre-verb positicn. Notice that we cannot inter-
oret these cases as coses of simple copying within the embedded 5,
as we might with the cases of Section 2.1. above.gh

Sentences 2.10. show that, as before, the pronominal in the

'original' may be deleted.25 If the preposition is also deleted,

the simplest sentences with opu and pu (2.7., 2.8.) are derived.

3. Covy and Complement Sentences.

3.1. Copy of Whole Complemernt.
Greek Complement senteﬁces may be introduced by oti, 'that',
or na, 'for to'. For both types, to (the IT particle) is seen to
survive optionally, as in:
3.1. Ego to perimenc oti tha yirisi o Petros.
I expeét that Peter will return.
3.2. Ego to perimeno na yirisi o Petros.
"1 expect Peter to return.
But while to might he:e be held to:be the IT particle shifted to pre-
verb position by the enclitie rule; the following variant sentences
cannot be thus explained. I
3.3. Egzo to perimenoc to oti tha yirisi o Petros.
3.4. Ego to perimeno to na yirisi o Petros.
It is clear that the whole complement sentence may be copied,
with the usual :ansbquences;-optinn on NP survival, proncminalisation,
etc., as is confirmed by the alternatives with survival of the copy

NP,
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3.5. Ego to oti tha yirisi o Petros to perimeno.
3.6. Ego to na yirisi o Petros to perimeno.
An embedded gquestion may similarly be copied, as is seen in
3.7. Tha su po pios ine o dclofancs.gé
I'11 tell you who the murderer is.
3.8. Tha su po to pios ine o dolofonos.
3.9. Tha su to po pios ine o dolofonos.
3.10. Tha su to po io pios ine o dolofonos.
Sentence 3.8. shows the (optional) survival of IT; 3.9. shows the
copy proncminal, but with IT-deletion; while 3.10. shows both copy

pronominal and IT.

3.2. Subject Raising as Copying.

Unlike Latin,ET both 'that‘:an& ';or to' complements allew
Subject-raising to cccur with cerfain verbs in Greek. Thus, "I expect
Thanasis to win the lottery" may be reqdered as!

3.11. Perimeno oti o Thanasis tha kerdisi to laxio.
3.12.a.. Perimeno .o Thanasis na kerdisi to laxio.
3.12.b. Perimeno ton Thanasi na kerdisi to laxio.
Here, subject-raising is seen only in 3.12.b., while 3.12.a. shows
that it is optidnal. As we expect, the raised subj]ect having become
& (derived) object, copying may occur, as in:
3.12.c. Ton perimeno ton Thanasi na kerdisi to laxio.
3.12.d4. Ton Thanasi ton perimeﬁo na kerdisi to laxio.
However, a variant alsc occurs in which copying of the kind

demonstrated may occur without the expected Accusative case in the
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§P. Thus:
3.12.e. Ton perimeno o Thanasis na kerdisi to laxio.

Here, for the copy teo hare occurred we must assume the embedded
subject to have been raised: but "o Thanasis" is Nominative, and
elearly belongs to the lower Sentence still. It may be the case that
another (and identical) NP acts as the basis for the copy, i.e.,
that the lower Subject has been copied into the upper sentence,
re-copied in the usual way, then deleted. An alternative solution
is to suppose that the initial ton in 3.12.e. is the enclitic
replacemEnﬁ for the "raised" subject itself, which again must mean
that that subject is raised by copyring.

We may conclude that "subject raising" is always performed by
copying, and that the difference between 3.12.b. and 3.12.e. lies
mainly in the choice of NP to survive in full. That the 'raised'

subject may itself be copied {3.12.c.) demonstrates in turn that

copying is in fact iterative.

3.3. Flip Verbs and the Copy BRule.

I assume that Flip verbsrfLakoff, lﬁéﬂ) require a structure NP -
V+Prep-IT-S where the initial NP is animate. The pairs of sentences
3.13. I am surprised at éﬂ
Ego ksafniazome me t; S_
3.1k, S surprised me .E
To S me ksafniase
show only minor differences as beiween English and Greek, these

appearing (e.g.) in the prepositions and the (Greek) non-deletion

of IT initially.
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However, while it is clear that the derived cbject after Flip
is subjeet to copying,
3.15. -  To oti ilthe args ton ksafniase ton Petro.

That he came late sta:ﬁled Feter,

ok

it is nicet obvious wihiy the whole complement sentence is not copyeble,
as was seen to be possible above (section 3.1.).
Thus
3.16. Ego to perimeno to oti tha yirisi noris o Petros.
I expect that Peter will come home early.
but 3.17. *Ego to ksafniastika me to oti yirise noris o Petros.
I was start;.ed at Peter's coming home early.

At first sight, the execlusion here might appear to depend on the
presence of Passiv‘i-satinn in the verb. But parellel structures are
also possible for Flip verbs like tromazo (I'm frightened): tromazo
has no passive forms, yet copying is still unacceptable for the non=-
Flip sentences of fhe type

3.18. *Ego to tromaxo me to oti S.
I'm frightened at IT 5.
Recalling the structuresldiscussed under Relatives, it is feasible

to suggest that what blocks Copy is the presence of a Preposition

Fhrase instead of a NP--and that the structure here is of the former

type.

3.L. A Constraint on Passive.
The following sentences show that the direct and indirect

cbjects may be permuted in Greek.
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3.19. O prothipurgos edose to parasimo 'Q;EDH é stratioti.

The Prime-Minister gave the medal to the soldier.

e . 4"FS‘t‘,-::'an_} gL :
3.20. O prothipurgos edose 3 S stratioti teo parasimo.
' e

Moreover, the direct and indirect objects may be copied, with the
usual results, in either of the above wversions. Thus; e.g.
3.21. O prothipurgos tu to edose to parasimo tu stratioti.
However, while the passive corresponding to 3.19. is grammatical,
that corresponding to 3.20. is not

-
ton

3.19.a. To parasimo dothike : j‘stratinti apo ton prothipurgoe.

u
3.20.a. *0 stratiotis dothike to parasimo apo ton prothipurgoe.
It is thus clear that the permutation in 3.20., i.e., Direct-
Indirect object switch, can only arise after Passive.
Now it must be the case that the copy rule follows Passive, since
it is clear that the derived subject cannot be copied, but that the
indirect object may always be eopied. This accounts for the partial
failure of copying in passives, as in .
3.2.. *To parasimo to dothike ston straticti apo ton prothipurgoe.

but 3.23. To parasimo tu dothike tu stratiocti apo ton prothipurgo.

3.5. Copy and the Sentential Subject anstfaiﬁt:

In Ross (1967) we find the notion that a subjeet S from NP
cannot have its constituents remﬂvedr-e.g;, for Relative formation.
Thus,

3.2k.a. That I bought the hat seemed strange to the nurse.
3.24.5. The nurse who that I bought the hat seemed

strange to--is stupid.
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but 3.2k.c. *The hat which that I bought seemed strange to
the nurse-—i;ired.
3.2k.d. ?The hat which that I bought it saem&d strange
to the nurse--is red.

We note that the relative from the NP "(to) the nurse" is
acceptable, while that out of the emh;dded S from & subject NP is
not (3.2l.c.)--although the non-deletion of the (proncminalised)
original object seems to improve matters, at least for some speakers
(3.2k.4.).

Consider the parallel Greek sentences:

3.25.2. To oti agorasa to kapelo fanike ﬁarakseno sti
nosckoma.

3.85.5, 2 nosokmmalsﬁin opian to oti agorasa to kapelo
fanike parakseno, ine kuti.

3.25.e. ¥*To kapelo pu'to oti agorasa fanike paraskseno
sti nosokome ine kokino.

3.25.4. To kapelo pu to oti to agorasa fanike parakseno
sti nosckoma ine kokino.

Here 3.25.b. from a ;implg NP is again acceptable: 3.25.c.,
from the embedded S, is n&t acceptable; but 3.25.d4,, with survival
of the pronominalized 'oriéinal' Chjeet, ié acceptable,

At least so far as Greek is concerned, Ress' principle ecan
hardly stand. A better formuiation of the problem requires us to
modify the rule allowing deletioﬁ of thg 'original' NP after copying:

the deletion simply may not operate within a Sentential Subject.




I. 1 =
4. Two Hemarks on Conjunction.

T Eonjuncﬁ Movement and Copy. | :

The main rules given in Lakoff-Peters (1966, 1969) for phrasal
conjunction ere (in derivation-order) Preposition-adjunction,
Conjunct-movement, and Agreement. With these rules in mind, consider
the following alternative sentences:

. O Petros ke i Maria sizitisane to thema.

}_!

L,
Peter and Mary discussed the matter.
L.2. O Petros me ti Maria sizitisane to thema.
4.3, O Petros sizitise to thema me ti Maria.
Peter discussed the matter with Mary.
L.k. O Petros sizitisane to thema me ti Maria.
Sentence 4.1. corresponds to the English gloss. But 4.2, shows
that Preposition-ad)unction is independent of conjunct-movement, in
that the former does not entail the latter. Now whereas L.3. shows
the expected (singular) agreement of the ferﬁ with the remaining
subject after conjunct-movement, L.L. shows an anomalous plural in the
verb. -
Within the present framework, it is feasible to suggest that
conjunct-movement is in faect conjunct;popying: th; agreement rule

then cperates either before or after deletion of the 'original'

28
right=hand conjunet.

h.2. Comjunction and IT-Replacement.
Lakoff's (1968) "further argument" for IT-replacement is that

verb-gapping is blocked if there are three constituents in the
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superficial structure of the right-hand sentence. Thus ,
- 4.5. I saw Bill, and John Harry.
: but L.6. *#*I gave John a nickel, and Bill Harry a dime.

as also L4.7. I believe that John is rich, and Bill that Arthur

is poor.
but 4.8. *I believe John to be rich, and Bill Arthur to be
poor.
Lakoff goes on to speculate that the Latin equivalent to L.8. may
well be acceptable, pointing out' that this ?ould prove simply that
It-substitution had not epplied here.
The ease of Greeck is equally pertinent. Thus:
k.9, 0 Petros perimeni’ ton Perikli na figi, ke I Maria
'tin Keti na elthi.

Peter expects Pericles to go, and Mery Kathy to come.
is perfectly grammatical, a fact which, according to Lakoff, we might
hold to prove the non-applicaticn of It-replacement.

However,
4.,10. © Petrns.igg_perimeni ton Perikli na figi, ke i
Meria tin Keti na elthi
is alsoc aseceptable, and shgws a copy of the embedded subject--a fact
that we have held to E;gggithe aéﬁurrenpe of It-replacement.29
What is more, the simple conjunetion in
4,11, Ego edosa tu Pavlu mia lira, ke i Maria tis Ketis
mia Drachme. .
I gave Paul a gold sovereign, and Mary Kathy a
Drachma.

is.als0c acceptable.
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It seems we must seek further for the cause of the English
exclusion, for it is unlikely that the constituent structure for

the Greek cases (especially 4.1l.) differs from the English in

any essential manner.

5. Copy and Definiteness.

The possibility of copying is, all other things being equal,
closely correlated with Definiteness in the constituent to be

copied.

cth divect and indirect cobjects must e definite, as in
5.1.2. O kinigos ton skotose ton iiko.
The hunter killed the wolf.
5.1.b. *0 kinigos ton skotose kapion like.
The hunger killed some wolf.
5.2.a. O Thanasis tu edose to sitari tu ftoxu.
Th%nasis gave the corn to ﬁhg poor man.

5.2.5. %0 Thanasis tu edose to sitari kapiu ftoxu.

Thanasis gave the corn to scme poor man.

5.2. The Relative presents an appareﬁt contradiction: relativisation
may occur whether or not the head noun is Definite.
5.3.a. Vrika to pigadi, pu mesa tu ipirxe xrisafi.

I found the well in which there was gold.

5 )
. r opigadi, pu mesa tu ipirxe xrisafl.

o TR ;
5.3.b rika 1_kapio L

I found a/some well, in which there was gold.
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But rather than cast doubt on the formulation of Relative as
resulting from copying, this suggests that the relativised NP is
v
in fact Definite inlthe underlying.representation. This hypothesis
is of course guite confirmed by the existence of the alternative

30 as in

rélative in opi,
5.4, Methise kapios naftis, o opios foruse ena pardalo
panteloni.
A certain sailor who was wearing highly coloured .

trousers got drunk.

5.3. An Object ccmplement sentence can be copied regardless of the
Dafinite -status of its constituents. Thus
5.5.a. Xserc oti o igumencs lipi apo %o menastiri.
5.5.5. To ksero to oti o igumenos lipi apo to monastiri.
5.6.a. Ksero oti kapios monaxos lipi apo to monastiri.
5.6.b. 23 ksero to oti kapios monaxos lipi apo to monastiri.

But this apparent anomaly follows from the fact that the head noun

in such cases is always IT, which is of course inherently [+Def].

5.4. The subject of a complement sentence may be raised if it is
| Definite. However, as was noted in Lakoff (1968), the mere occurrence
of Accusative would not prcﬁe raising to have occurred, since
Accusative is a possible exponent of "for' in "for-tn" complements.
For example,

5,7.a. Perimeno ton Kosta na elthi.

I'm expecting Kosta to come.



= 22 =

is paralleled by
5.7.b. Perimeno kapion na elthi.
I'm expecting someone to come.

But we wish to hold that 5.7.b. does not exhibit subject raising.
The diagnostic sentences ought to be those in which copy is
operated, as in

5.8.a. Ton perimeno ton Kosta na elthi.

5.8.b. *Ton perimenoc kapion n&.elthi.

Unfortunately, however, the matter is impossible to disambiguate
this way since, while the copy in E.B-g..prnves subject-raising
tc have ocecurred, zn Iniefi;iﬁe like kapio- may not be copied even
in a simple sentence such as .

5.9. #Ton skotose kapion.

I killed someone.

5.5. In Conjunction, it may be shown that ecopy may ccecur before or

after conjunction-reduction. Thus (where to is singular and ta is

plural)
To
Ta

I tuned the buzuki and the guitar.

5.10. kurdisa to buzuki ke tin kithara.

But notice that if either of the conjunets is non-definite, no
conjunction-reduction can occur; e.g., if the second is indefinite
only the first conjunect may be copied, ;s in:

5.1l.a. To kurdisa to buzuki ke mia kithara.

5.11.b. *Tg kurdisa to buzuki ke mia kithara.
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5.6. Non-specific (attributive) indefinites may not be copied,
5.12.a. 0O Petros kani ton vyatro.
Peter pretends to be a doctor.

5.12.h. *J Petros ton kani ton yatrn.El

E

5.7. It remains a problem why generic indefinites may be copied.
Thus we find: '
5.13.a. Den xonevo to mosxari.
I can't stomach veal.
and 5.13.b. Den to xonevo to mosxari.

&. Cooy and Greek Scrambling.

6.1. Scrembling.

In sddition to the major order-changing rules (such as Passive)
applying within single clauses, a further and later rule applies
 in many lsnguaeges which optionzlly serambles the corder of certein
constituents. Languazes employing such styliztic constituent-
scerambling are traditionally called "free-word-order" languages, and
Creek is said to be one of 'them.

Evidence for the free:?nrd—arder-status ﬁf Greek may apparently
be found in simple sentence; of the type "The farmer killed the wolf":
thus,

6.1. O agrotis skotose ton liko.
6.2. Skotose ton 1ik; olagrotis.

6£.3. Skotose o agrotis ton liko.

These alternants require no specigl stressing, and permute SVO
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{assumed as a base) to VOS and VS0 respectively. A further three
variants are possible in thggry, however. These are

6.4, O agrotis ton 15%0 skotose.

£.5. Ton 1££u skotose o agrotis.

6.6. Ton lika o agrotis skotose. '
However, these may be found only with contrastive stress on the
object WP. If we define "free-word-order" as requiring po special
stress conditions, then Greek is certainly not a free-word-order
language. The scrambling illustrated in 6.1.-3. above is subsumed
under the rule

Scramble: any two major modes within the same G

Condition: Not under VP
and the case of contrastive stress is covered by the ad&itional sub-
condition "except under contrastive ‘stress." |

The parallel negative, questioﬁ, and negative-question sentences
may be shown to follow the same constraints.
6.2. Gapping, Scrambling, and Copying.
The relation said to hold for many free-word-order languages

between Gapping and Scramhlinglmay be shown for Greek to hold:

a) With contrastive ;tress; for Gapping and Scrambling,
but b) With non-contrastive stress, only for Gapping and

Copying. .
6. T.&. 0 Periklisiggg?g tin bira, O Sockratis tin

lemonada, ke o Manolis to nero.
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Pericles drank the beer, Socrates the lemonade,
and Manolis the water.
6.7.b. *0 Periklis tin hi;a, o Sokratis tin lemcnéﬁa, ke
o Manolis ipye to nehéi- .
6.7.c. O Periklis tin bira ipye, o Sokratis tin lemon;da,
ke o Manolis to neré;
6.7.4. O Periklis tiﬁ hf}a, o Sckratis tin lemoné&a, ke o
Manoclis to nerér/ ipye. |
From a triple conjunction, sentence 6.7.a. arises by simple
application of the Gapping rule: for an underl%ingly SV0 language
like Greek, Gapping normally applies forward, i.e., the identical
verbs after the first are lost. This iz confirmed by the ungram-
maticality of 6.7.b., where Gapping has been applied backwards.
Noﬁe now that 6.7.c. and d. are also acceptable. We suppose,
with Ross, that Gapping may = occur before or after Scrambling.
Then if Gapping applies first (and forwards) 6.T.c. arises. However,
Serambling may =apply Tirst--since under contrastive-stress VP-internal
constituents may be switched—-in which case backward Gapping
produces 6.7.d.
The following sentencesiﬁ.ﬂ. show the power of the copy rule to
.supply the missing inputs for backwards Gapping, viz., strings in
which, without contrastive stress, each S has a verb finally. Thus,
6.8.a. O Periklis tin ipye tin bira, o Sokratis tin
lemonada, ke o ﬁanolis to nero.
6.8.b. 0 Periklis tin bira tin ipye, o Sokratis tin

lemonada, ke o Mansélis to nero.
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6.8.c. 0O Periklis tin bira, 6 Sokratis tin lemonada,
ke o Manclis to nero to ipye.
Here, 6.8.a. shows copying withlcapy-prﬂnominﬂlisatinn; this is
naturally an input for forward Gapping. 6.8.b. and ¢. on the
other hand (like 6.7.b. and c.) show retention of the copy NP, with ;
the result--following pronominalisation and enclitic attraction—-
that a verb-final string arises. Thus Gapping may apply forwards
| or backwards, under non-contrastive stress, depending on whether

the copy or the 'original' NP is rronominalised.
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Footnotes

lCapy'of NP with Nominative case is excessively rare, being
confined to the exclamatory-deictic Na tos o Petros, "There's
Peter!," and the question Puntos o Petros? 'Where's Peter?".

23¢e Section 6.1. below, for the relation of Copy to Secrambling.

3Section 6.1. takes up the occurrence of such sentences, which
arise under contrastive stress on the object.

“Tt is assumed that the copy NP is sister-adjoined under VP.

5Cf. Section 2 belew (Relative), where this choice is not

free. ;
6The enclitic undergoes attraction to the verb, and is preposed
to it for most dialects. "As may be seen from a consideration of

the constraints on Scrambling and topicalisation, this particle is
truly_an enclitic--i.e., becomes part of the node Verb.

IWnether or not this is the correct condition, the rule must
evoid pronomineslisation of the Eubject NP in case that HP is
identical with the Object NP.

8ce. below (1. 3., l.L.) for order of enclities and for the case
of Imperative. It is to be supposed that certain idioms, such as
fthina tin glitoses {("you came off lightly") probably owe their
pranc inel to the copy rule, with subsequent Object-deletion--here,
cm Fthina glitoses ti zoi su. Cf. "you'll gzet it!," "Stop it!"

guote that not only are ston and ano ton replaced by the same
morpheme tu, but each of these sentences is ambiguous with the
ccrresganding sentence containing the possessive tu Mixali (Michael's).
Some of my (Rthenian} informants would mﬂrginally accept
sentences of the type Stan Petro tu edose to krasi."

1lligain, the surface tu Mixali is ambiguous--so that 1.9. and
~1.10 also mean "Peter gave him Michael's wine,” "Peter took Michael's
wine from him."

12¢cf. Sandfeld (1930).

1311.v-c. and 12.c-f. show retention of both copy and original
NPs, where the original is retained under contrastive stress. 1l.d
and 12.g. show deletion of the original NP. Note that 12.g. is
superficially equivalent to the corresponding English sentence with
Dative shift] slthough this construction arises in Greek only through
obligatery Cony for pronouns.

lmile precisely these constraints apply to Negatiwve, Question,
anc Prohibitive sentences with DO or I0, the case of the Imperative
shows an ordering variant.

1.12.4d., O Petros mu dini to-krasi emena.

Peter gives me the wine.
1.13.a. Dose mu to krasi emenal

~ Give me the winel!
1.13.2. *Mu dose to krasi.emena!
1.12.f. O Petros emena mu dini to krasi.
l.14.a. Dose mu emena to krasi!
1.1k.b. *Mu dose emena to krasi!
Assuming that the copy rule cperates for Imperative just as it
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does for the other sentence types so far considered, it is clear
that enclitiec attraction still obtains--but the enclitic is
postposed rather than preposed to the verb. Cther constructions
showing this irregularity are:

(1) the Exclamatory Bravo su! '"well done!"
(2) the Participial Legontas tu tu Petru "Saying
(it} o P"
{(3) the Question Puntos o Petros? "Where's Peter?"

lEComparE contrastively-stressed:
1.1T.c. Tin lampa, pu tin evales?
1.18.c. To spiti, pote to extises?
1.19.c. Ton yo su, yati ton dermnis?-
1,20.e¢. Tin lampa, den tin evala eki.
p 1.21.c. Tin lampa, min tin valis eki.
1 The enclitie-attraction rule is later, so that the surface
sequence will be (as in the a-sentences)
+Pra | +
den- !:»:'1;.21 -V, min- _ +P&1;2J =V,
~'I do not treat here the (optional) permutation rule which
s the preferencs for "subject last" in embedded Sentences.
Clearly, Grezek does not sllow deletion of the relative, cf.
English, "There's the well the neighbour dug!”
1¥Note thet the Xaztharevousa (X) style of which opi-Relative
= bl =

&

=

iz an exzmple n !
-~

"
4

1

ever shows the debris of comblement copying, even for
the simplest DO case such as 0 kinigos ton skotose ton liko.

20This identity-based process occurs within the embedded S, which
suggests that the NP-DO copy is Chomsky-sdjcined to this S.

Thus
np
;’XIHHE“HH
NP S
NP s
/ ) s

(DO) NP VP

copy //’H““ahx
v NP

(DO)

%
~%#Na +to pigadi o yitonas enikse to pigadi.

T
220cmpare #Vr? to xalivi-mesa sto opic-mesa tu-meni o yiftos.

G Vrika ta
23Cf, zub=-standard Fngzlish "There's the hut where I found the
gypsy in it," '"There's the hut which I found the gypsy in it," but

never "There's the hut in whieh I found the gypsy in it.'
2k Na to pigadi-to pigadi-o yitonas-to pigadi-anikse to pigadi

would still give

Na to pigadi-pu-to-anikse o yitonas
where the copy phrase is relativised, and the original is pronominalised.
But an adverbial phrase cannot be copied in a simple S: thus, in Vrika
ton yifto mesa sto kalivi, we may copy the DO complement, to gilve:

Ton vrika ton yifto mesa sto kalivi

Ton yifto ton vrika mesa sto kalivi
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but not the adverb phrase, to give:
*Mesa tu vrikae ton yifto mesa sto kalivi, or
*Mesa sto kalivi vrika ton yifto mesa tu.

@5The generalised Subject/Object NP relative and the relative
of Place fall together in the pu-relative. Ambiguous sentences can
arise when the 'original' pronominal-replacement survives. Thus:

2.11. Afto ine to kalivi pu to vrika-
can stand for either "This is the hut which I found" or "This is
the hut where I found it", deriving respectively from
2.12. Afto ine to kalivi-(ego) vrika to kalivi.
I found the hut.
2.13. Afto ine to kalivi-(ego) vrika X sto kalivi.
6 I found X in the hut.

“®Note that Greek embedded questions show Aux-attraction to the
gquestion-word, just as simple questions do.

2Ter, Lakoff. 1968.

EaThe alternative interpretation, in Lakoff-Peters terms, is
of course that agreement cccurs before or after conjunct-movement.

2SConfirmed by the acceptability of the Personal Passive
sentences: :

O Petros theorite vlakas: O Petros theorite oti ine vlakas.

30 Peter is considered a fool. .

Recall that opi-replaced the Houn only: thus the article
remains. ) -
21cf. O Petros ton kani ton Perikli orea.

Peter plays (the part of) Pericles well.

32The verb is underlined in the examples of this section.
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Subjects, Speakers, and Holes

Charlas J, Fillmore

1. 'This report is a record of isaﬁés in the semantics of natural
languages that have concerned me in the past few years, some of the
things I have had to say about them, and some of the things that others
have had to say about them. There is nothing new in these pages, and
there is much that is borrowed. I use numbered paragraphs mostly to
create favorable associations--but also to make it obvious that I do

not expect the reader to perceive here any structure beyond that of

_ sheer seguence,

2., The traditicnal first task of gen?enﬁe analysié has been
that of undérstanding and receognizing the highest-level divisicn in a
sentence, thai between its subject and its érgdicate. Cn the traditional
account, the subjeet of a sentence is that.partian of it which indicates
'the person or thing about whom or which a statement is made or a
guestion asked,' and its predicate is that partion of the sentence which
contains '"the statement or the question asked.'

3. In formal grammars of the type first discussed by Chomsky, the
subject/predicate distinction is captured in terms of labeled co-

§

constituents of sentences. The two major co-constituents of a sentence

are a nounphrase (NP) and a verbphrase (VP). A WP that is an immediate
constituent of a2 sentence is defined as its subject; a VF that is an

; : : L
immediate constituent of a sentence is its predicate. We may refer

- 2 -
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to this as the confipurational definition of subjects and predicates.

L. In theories of grammar that derive from the work of Chomsky,

a distinction is made between the deep structure of a sentence and its

surface structure. Since both the deep structure and the surface

structure are capable of having major co-constituents of the same
types, and since the entities so identified may be different in the
deep and surface representatianﬁ'uf the samé sehtence, it is necessary
to speak of both deep structure and surface structure subjects and
predicates. : !
5. It is of eancern,'therefuré, whether the traditional esccount
of the subject/predicate &istinction applies to the distinction as it
is defined for the surface structure or the deeﬁ structure level. Some-
.thing e<in to the traditional distinction is apparent Iin the surface
structure of some sentences. On the interpretation that the passive
transformation in English is meaning-preserving, it can be said that
sentences (5-a) and (5-b) differ only in the identification of one or
another NP as subject.
(5-a) pianists play pianos
(5-b) pianos are played by pianists
There are arguments for safing, however, that while (5-a) is 'analytic,'
. {5=b)- is 'synthetic.' Sucﬁ'claimshmight be made for the interpretation

that (5-a) is a general statement about pianists and that (5-b) is a

-

general statement about pisnos.

6. It might be argued that either of the sentences in (5) can
in fact be interpreted in either of the two mentioned ways. If that

is so, then it follows that the traditional account of the semantic
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relevance of the subject/predicate distinctian cannot be captured by
the confi;urﬁtionnl definition at all, on e£ther the deep or the
surface structure level, unless grammatical deseription is a gfood deal
mere subtle and abstract than grammarians have thought.

7. The transformations which link deep structures with surface
structures are taken, in the standard theory, to have in themselves
no semantic import. It has therefore been assumed that the semantic
relevance of the subject/nredicate distinction should be sought only
in the deep structure.

8. However, the semantic role of deep-structure subjects appears
not to be univocal, at least when we look for the role of this entity
in the rmost strniﬁhtfﬂrwaré way. The involvemént of the entity named
by the subject IP in the event or situation described by the sentences
given below appears to be qﬁite different.in each case.

(8-a) the boy slapped the girl
(8-b) the boy fell down
(B-c) the boy received a blow
(8-d) the boy has a toothache
(B-e) the boy has blue eyes
(8-r) the boy [=his appearance] shocked me
In order for a semantic theory to relate THE BOY to the predicate
expression found in each of these senteﬁces, reference must of course
' be made to the 'subject' NP; but there appears to be no common
notional property of 'subjectness' which semaﬁtic descriptions of

these éentences_can exploit.

9. A commitmént to the view that 'subjecta’ defined in the
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contimurationnl way must be relevant tb semantic deserintinns has
to two varieties of re-analysis. The first is mentioned in sections
(10)-(1L), the second, briefly, in (15).

10. Though it may not be possible to find a single semantic
contribution for the subject réle with all tynes of predicate expressions,
it may at least be possible to find a unique subject roie for each
predicate word, or, better, for each type of predicate word. There is
a group of verbs in English which have both transitive and intransitive
uses and whieh show the same NP role with respect to the subjJeect in
their intransitive uses as they do with respect to the direct objJect in
their transitive uses. Typical examnles can be constructed with move-
ment-verbs like ROTATE or change-of-state verbs like BREAK.

(10-a) the eylinder rotated
{10-b) Fred rotated the cylinder
(10-¢) the lens broke

(10-d) Fred broke the lens

11. According to one attractive and popular proposal for capturing
facts of the sort exhibited by the sentences in (10), the transitive
sentences contaiﬁ, in their deep structures, the intransitive sentences
embedded to the verb CAUSE.Z EIn each case the subject of the under-

|
lying verb CAUSE is the subjeét of the transitive sentence:; the analysis
interprets the sentence as repfesenting the proposition that the
entity identified by the sublect NP of CAUSE is causer of an event
characterized by the intransitive sentence. The sentences (10-b) and

(10-d) can be thoupht of as having in their deep structure somethins

of the sort supgested by (1l-a) and (11-b) below:
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(11-a) Fred cause (the eylinder rotate)

{11-b) Fred cause (the lens break)

e
==
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¢ here the problem of tenses.) On this analysis, the relation

between the verb (ROTATE or BREAK) and its underlving subject is the

same in both its (surface) transitive and intransitive uses. The
appearance of these underlyingly intransitive verbs in transitive-
verb positions is a matter of surface detail.
12. The cases presented in (11) show a reconstruction that gives

a unique subject/verb relationship for different 'uses' of the same
verb. 3By allowing the relation between deep'and surface structures to
he more abstract still, it is possiblé:§0 show semantic relations
between two different verbs in a way that will reveal their underlying
semantic commonalities; and, in particular for our purposes, will show
that, for the given verb pairs, the role of the deep-structure subject
is the same in both cases. Thus the deep structures of (12-a) and
(12-c) are something like what is SUEgE;tEi by (12-b) and (12-4)
respectively.

(12-a) Peter killed the cat

(12-b) Peter cause (the cat die)

(12-¢) Peter put the beer in the icebox

(12-d) Peter cause (the beer to be in the icebox)

The replacement of CAUSE TO DIE byHKILL and CAUSE TO RE by PUT is, again,
& matter of surface detail. :

13. One might object to the seﬁgntic equivalence of (12-a) and

(12-b) on the grounds that (13-a) and (13-b) are not exact varaphrases.

(13-a) Peter killed the cat in the attiec




(13-b) Peter caused the cat to die in the attic
This ohjection is not critical, because it is quite possible to con-
strain-the replacement by KILL of CAUSE TO DIE to only those situations
ia which the interior sentence has no adverbisl modificatiocn. The
locative phrase IN THE ATTIC, in (13-a), can only refer to the dlace
where the .causing took place.

14. Apparent difficulties of the sort mentioned in (13) are
‘;;ﬁnter-balanced by the advantages that Fhis reanalysis offers in
sentences like (1ll-a) below:

(1k-a) .Péter put the heer.in the icebox for three hours
The complex sentence analysis makes intellipgible the occurrence in this
sentence of an adverbial of time duratiﬁn (FOR THREE HOURS), an adverb
which cannot be construed as qualifying the action which Peter nerformed,
but only the situation of the beer'; being in the icebox. Efforts
which consider semantically complex verbs as inserted pretransformation-
ally are required to say of verbs like PUT that they are used in refer-
ring to actions which have resulting states and that they tolerate
adverbial modification of either the preceding action or the resulting
ﬁtnte, but not {presumably}ibnth. Observe (1l-b)

(14-b) *Peter in;tantly put the beer in the icebox for

three hours.

25 ICertain researchers continue to seek a univocal interpretatiéﬁ
to the deep structure WP for all cases in which it occurs. These
workers are required to assign the agentive or causing role to the

deep structure subject, and then to interpret all sentences which fail

-#n eontain a IIP that has this BEmantic'rale as sentences which have no

&



approach, sinee I do not consider it distiqqtu-with respect to the

'arent' role--from an approach which assirns -'roles'! to NPs exnlieitly.
16. The sccond prammutical function of NPs which is defined

confisurationally within the standard theory is that of the direct
obJect. On the traditional acecount, the role of the direct object in
a sentence is that of '"patient' of the action referred to by the
verb of the sentence, though deviations ffcm this have long been under-
stood and classified. By its configuratiaﬁal definition, the object
NP is identified as that NP which is an immediate constituent of the
main VP of the sentence. That the direct object relation is not
semantically univocal can be seen in the following sentences:

(16-a) I sﬁashed the pumpkin

{16-b) I grew the pumpkin - .

(16-c) I like the pumpkin

(16-4d) I'imagineé the pumpkin

(16-e) I made the pumpkin info a mask

(16-r) I made a mask out of the pumpkin

17. Defenses of the underlying univoecality.of the semantic role

of the direct object can be pursued iﬁ.the same style as those dealing

]
]

with sentence subjects.
]

18, It would seem, however, that linguistid theory ocught to

provide some way of distinguishing (i) the semantic roles which WPs

have with respect to their predicate words, from (ii) facts about their

.positions in syntactic configurations, on either deep or surface

structure levels. In some of my work I have tried to show how this
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could be done.

19. Certoin verbs and adjectives secm to require inherently a
siven number of NPs in the sentences in which they take part. * Another
way of saying this is that certain verbs and adjectives seem quite
naturally to be reconstructible as n-place nredicates in formulations
within the rredicate caleulus. In.de;cziptinns of logical n-place
predicetes, there is no special status by which one or ancther of the
: argFuments can bg isolated from the rest, a status that would correspond
; AR to the role of subject or object. The relation between unstructured

(but, of course, ordered) n-place prediéate expressions and syntactie

configurations appears to require the positing of certain mechanical
correspondence rules which will make use of the left-to-right position
of the arguments in the predicate expression.
20. For example, the verb REMIND--as seen in that sense of (20-a)
(20-a) Harriet reminded Fred of Charlotte
according to which Fred, on encountering Harriet, thought of Charlotte—
can be viewed at the semantic level as a three-place predicate, repre-
sentable (ignoring tenses againl as (20-b)
(20-b) remind CHarriet, Fred, Charlottel,
a representation which is subcht to fhe following syntactic configura-
tion rﬁles; the NP whi;h'identifies the first argument assumes the
subject position; the NP wh;ch identifies the second argument assumes
the direct object position; and (a special rule) the NP which identifies .
the third arpgument becomes part ofaa prep&sitinn—phrnse vhich berins
with OF.

2l. Assuming that the underlying semantie vredicates have their
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armument slotg arranged in a fixed order, one can define Conversn
relations between Predicates ip terms of their underlying expressions.
Thus, the pair LIKE/PLEASE Wwill be defined as l—é converses; the nalr
SELL/BUY will be defined as 1-3 converses: the nair ROB/STERAL will
be defined as 2-3 converses, .

{(21-a) John likes roses

{21~b) roses Please John

(21-¢) 1like Ca,b3 = grPlease [b,al

(21-4) Jomn sells roses to schoolgirls

fEl-éE 'séhnolgirls buy roses from John

(21-f) sell Ca,b,c] =qrPW Ce,b,al

(21-g) Harvey robs John of roses

(21-n) fﬁarvey steals roses from John

{El—i} rob La,b,c] -dfstea.l La,e,b]

22. Unfcrtunately, the method just proposed Trequires that each
converse pair be Separately identified, for each languapge, by some
defining expressiandlike (21-c), (21-1), or (21-1). It is assuredly
reasonable to demand of a semantic theory that observed converse
relations among predicate words in natural languages be €Xplainable
from their meanings ang their.syntactic properties, not that they
need to be stated by a sef of definfticns. For two expressions to be
converses of each other is g surface%syntactic fact; the deseription
of this situatien should not depend oﬁ'prinf definitions made on

underlying semantie representations. j

232. One type of theory that would allow such explanations would

require that g1 surface converse pairs have the same ordering of-
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—arpuments in . their underlying representation, and that special rules
for subjectivalization and objectivalization be defined for one member
of each such pair. The 'eiplanatiun' of the relation is that cne
member of the pair represents an irregularity in the grammar with
respect to the subjectivalization and objectivalization rules.

2k. A second approach is one whi¢hlpresents, with each under-
lying predicate expression, an unordered set of argument slots, each
of which is labeled szccording to itz semantie role (or 'caze! relation-
ship) with the predicate word. It is this last position that I have
taken.h |

25. One finds thet a decision to ;peak of predicates, arguments

.and role types, rather tpén predicates,_arguments and positions, make
it possible to provide a sharp separation between what I take to be
purely syntactic phenomena--the left—t;—right positioning of elements
in the flow of speech--and facts about semantie interpretation. Two
phonologically distinet predicate words may be interpreted as being
semantically identical, having the same number of arguments in the same
roles, but differing solely in the processes which arrange their
elements into syntactie co%figuﬁatinns. Each member of such pairs as

| :
BUY/SELL, TEACH/LEARN, smﬁ(EECEIvE, etc. 'take' essentially the same
argument types, in the SEmearales, but they differ as to the role

-

identification of the argumeﬁ# whose name or description becomes its
subject. ;

26. Such an explanation i;-nat in itself fully satisfactory,
however. It is quite frequentl&Ithg‘case that differences in subject

selection properties (independently of the formation of passive

L
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sentences) are correlated with other kiﬁds of fncts about predicate
wards. Two semantically similar predicate words may differ, for
example, in the optionality of the surface manifestations of certain
of their arruments. In expre;sions containing SELL, for examnle,
it is not necessary to include a NP that mentions the 'customer';
thus (26-a} is a syntactically complete sentence.

{26-a) Harvey sells shoes
In expressions containing BUY, it is not necessary to include a IP

mentions the 'merchant'!; thus (26-b) is a syntactically ccmplete

ok
.
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(26-b) the girl bought some shoes
Similarly, expressions containing ROB may lack overt mention of the
'loot,"' Just as expressions containing STEAL may lack overt mention

of the 'victim,' as is seen in the syntactically complete sentences

(26-c) and (36-4)

{26-¢) the boy robbed a bank

f?ﬁfd] the girl stole some shoes.
27. The wiew which recognizes labeled roles for the arpuments

of a predicate expression makes it possible, furthermore, to speak o

the relatedness of predicates having difrérent numbers of terms. Two
verbs can differ in that one manifes%a an n-place predicate and the
other manifests an m-place predicate,ithe roles of the arguments that
are present in the one and absent in thg other accounting for the
differences in the  semantic interpretation of the sentences which

contain them. This way of speaking provides a fairly natural way of

speaking of the relationship between KILL and DIF, or that between

+
i
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PERSUADE and BELIEVE. The role by which KILL differs from DIE, and
that by which PERSUADE differs from BELIEVE is that of the individual
that is 'agentively' involved in the events named by these verbs.
; Apart from this diffgrence, we are:dealiﬁg here with pairs of synonyms.
28. (It has been maintained that the relation between words like
these 1s more revealingly captured by ;he paraphrases with CAUSE like

those mentioned in (10)=-(14) above. The question is whether this

reformuletion is indeed significantly closer to the underlying conceptual
reality to Justify elaims that have been made about the non-distinciness

of se;mzniic representations and deep structures of sentences.

v

he
werd CAUSE itselsl scems to have a substructure: to say that John
caused the cat to die is to say that John engaged in some activity and
that activity directly resulted in the death of the cat.)

29. Anyway, the view which separates semantic roles from grammatiecal
functions as sharply as this proposed role-structure analysis does,
makes it possible to explore, as a separate type of ingquiry, the function
of the subject/predicate division. There might be some difference
between reasons for choosing éhe verb BUY as opposed to the verb SELL,
independently of the optional ;missicns mentioned in (26).

30. The verbs BUY and SELL refer to instituticnalized inter-
personal activities involving two participating parties, a sum of
money, and goods or services that are to be provided for one of the
rarticipants by the other. There are no situations that can in them=
selves be distinguished as buying situations or sellinpg situations;
but the choice of one or another of these verbs scems to make it

possible to speak of a buying/selling transaction from one of the
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participants! point of viéw. One of tﬁe feasons for providins this
distinction is to make it Possible to determine the scope of modifica-
tion of certain kinds of adverbs added to the sentence. T refer to
the difference we sense, with regard to tﬁe scope of SKILLFULLY, in
(30-a) ané (30-b).

(30-a) he sells apples skillfully

(30-b) she buys apples skillfully

31. It even appears that there is é difference between the

processes for determining the scope of adverbial modification and the
Processes which determine the deep-structure subject as distinet from

Ny
i

A2 surface-structure subject. This can bhe seen by comparing sentences
’ =

(32-z) 272 {31-3), whare VICIOUSLY in both cases rela=ed <o Hzrveyls
Nomsd skl e F o Lt act with -ﬁe-dre\-]ces -'r""'l_c\| oA f=21_21% e

o e s R o 3 e e i w2 JCT =u:l SETTEer Sl doBeabe W JA=L ), WNnOTE
wILLIZGLY .in both cases relates to the participation in the act of the

individual indicated by the surface subject NP.
| (31-a) Harvey viciously took advantage of Melissa
(31-b) Melissa was viciously taken advantage of by Harvey
(31-c) Harvey willingly took advantage of Melissa
(31-d) Melissa was willingly taken advantage of by Harvey
32. -The proposal hinted at in (31) suggests that there is some
validity to the notion deap-struct&re subject; but the facts are not
really that decisive. It may appeaf instead that certain adverbs may
be introduced into a sentence as waystof qualifying one participant's
role in the activity, the identity of ﬂhat indiv&dual being reéognized

by the associated role type (Experiencer, Apent, etec.). Thus, Manner

adverbs of the type VICIOUSLY may appear-only in sentences having



L
e
underlying Agents, the scope of the adverb being unaffected by the
ultimate choice of surface subject.. Postal has noticed that the adverb
PEASONALLY occurs only in sentences with subjective exnerience verbs
and in connection with the NP identified as the FExperiencer--again
independently of whether this WP is or is not the sentence suhject.s
Examplegd“like his are given below:
(32-a) personally, I don't like roses
(32-b) your proposal doesn't interest me, personally
(32-c) *#personally, you hit me
(32-4) *personally, ontogeny recapitulates phylogeny

23. A theory which separates information about grammatical
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gmzntic refstions must find s me wey of dealing with the so-called
symretric predicetes. If should be possible, at some level, cne night
thinlk, to say of verbs like MEET, COINCIDE, AGREE, etc., that they
reguire expressions referring to: two or more entities, but sueh
expressions may appear in any of thé several ways prcvideﬁ by English
grammar: as plural subjects, as in (33-a); as conjoined subjects, as
in (33-b); or as paired HPétarranged in different (depending on the
verb) syntactic cmnfigurati;ns, as in (33-c), and (33-d).

| (33-a) the boys ﬁetfagreed

{(33-b) John and Ffed met /agreed -~
(33-c) John met Fred

(33-4) John agreed with Fred

It must ve agreed that no theory of grammar should be constrained in

- Such a way that it has to recopnize two different verbs MEET, two
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different verbs AGREE, ete., in order to distinpuish the intransitive
from the non-intransitive use of these forms.

34. This means recognizing, for some n-place predicates, that

they 'take' two or more NPs in identical roles: but the main insights
that have come from 'case grammar' or the theory of semantie role
Structure have depended on the assumptioﬁ'thaﬁ no simple sentence
requires the occurrence of more than one NP in a given role.

35. There do seem to be some differences in the conjoined subject

(2]

entences, but for many of these the difference does ot need to be
g seen as btesic. We may consider egain the effect of adverbial modifica-
tien, once apain taking the advert WILLINGLY.

(35-a) John and Fred willingly agree

(35-b) John willingly agress with Fred Crot a paraphrase
of (35-a)1

(35-c) John and Fred fought with heated mud

(35-2) Jonn fought.Fred with heated mud [not a paraphrase
of (35-¢)3 ; ‘

36. For the examples in (35), the answer seems to bear on the
Procedure by which adverbs of varinué kindsuare to be introduced into
Sentences.' It may be the case that in the symmetrie-predicate sentence .
itself, there is no necessary semanticidifferencé that accompanies
one subject choice or the other. Onece & choice has been made, however,
the sentence is limited as to the embedding context which will weicome

it. Thus, seatence (36-a) requires the "transitivée' form of MEET in

its embedded sentence, but only because the verb ENJOY requires an

- -

B IS S B S s g8 P o e -~ =




identity be?yeen its subject and the subject of its ohjJect sentence;
and the subject of ENJOY is JOHN and not JOHN and MARY.

(36-a) John enjoyed meeting Mary

{35'-'!3} John enjoyed (John meet Mary)
The point is tﬁat analogous interpretations are possible for
sentences with the adVErE WILLINGLY, and with Instrumental WITH-
phrases. It is required merely that the advérb WILLINGLY be analyzed
as a disguised embedding varb; as sugpmested by (36-d).

{36~c) John willingly met Mary

(36-d) John was ﬁlling (John met Mary},
and that WITE-phrases be assnciatec‘; with peraphrases conteining the
vero USE, as suggested alfeady by Lﬁkcff.E’T

37. It is frequently the case, however, that apparent symmetric

predicates are not properly symmetric after all. Sentences of the
form (37-a)

(3T-a) NP resembles NP
are extensionally symmetrie if both NPs are definite referring
expressions, but otherwise (as in (BT;b}} not.

(37-b) your brother'resembles a horse.
My interpretation of the Eimila;rity Predicates is that one of the
terms has the role Stimulus (or what I would call Instrument, but with
the notion of 'implement'® ahstractgd away ), the other has the role
Theme (or what I have called Object in my earlier writings), and the
Sentence is an expression of a 3-place p_redicat_e in which the third

&nd phonetically absent argument is the Experiencer, which is under-

¢ Stood, when unexpressed, to be ideﬁtified with the speaker of the




sentence. The Stimulus must be expressed as a referring expression,
but the Theme need not. The sentence means roughly that your
brother as stimulus evokes in me memories of horses. (Incidentally,
the verb REMIND, mentioned earlier, has a very similar structure,
except that with it an NP representing the Experiencer must be
present in the surface sentence.]

38. For many other so-called symmetric predicates there are
arguments that the associated NPs do not serve in absolutely identical
roles.: It is diffieult to capture such information in the face of I
the wvide range of facts accounted for in the conjoined-subject source
analysis of Likoff and Peters,El but such a reanalysis may prove to
be necessary after all. And this is to say n;thing of the problem of
dealing with the Asymmetric¢c Joint Action Prﬁ?icates of the type
discussed by a prominent generative semanticist (writing under an
alias).

(38-a) Fred and Sheila vere blanking
(38-b) Fred was blanking Sheila
—{38-c) *Sheila was blanking Fred®

39. The occurrence of quantifying expressions of wariocus types
ceems to be consé;ained in feirly mysterious ways according to the
surface arrangements of the NPs in a séntence. Lakoff's 'derivaticonal
cnnstraints'lD fail, as far as I can tell, to gccount for the
particular set of mysteries I have in mind. In general, DEVELOP INTO
and DEVELOP OUT OF are 1-2 converses (although they also have a use

as 2-3 converses of 3-place predicates); but there is a skewness in

the pattern of quantification compatible with these expressions, as
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can be seen by comparing the paraphrasability facts shown below:
(39-a) every acorn developed into aﬁ oak
(39-b) an oak developed cut of everf acorn [a paraphrase
of (39-a)] |
(39-c) every oak developed out of an acorn
f39-d} *an acorn developed into every oak [not a paraphrase
of (39-c)}
(Jeffrey Gruber first drew my atten;ion to sentences (39-a, b, ¢, d).]
Similarly, MAKE INTO and MAKE QUT OF are 2-3 converses of 3-term
predicates, and the petterns seen above are repeated, only this time
between the direet object and the object of a preposition.
(39-e) I made every log into & canoe
EEQ;E} I made a cance ocut of every log [a paraphrase of
{39-el)l
(39-g) I made every cance out of a log
(39-h) *I made a log into every cance [not a paraphrase
of (39-g)]
|
L0, Lest the data of (39) be thought of as involving exceptional
properties of ‘verbs of p;?sical transformation', we can show here
that wverbs which aré thnms;lves converses of each other (FOLLOW and
PRECEDE) exhibit similar patternS'w{Eh their own passive ccunterparts{
(L0-a) =& Sunday follows every.Saturday
(LOo=b) every Eatﬁrday is followed by a Sunday [a parfe
pﬂrase of {hG—a}j
(40-c) every Sunday follows a Saturday
(LOo-d) *a Saturday is followed by every Sunday [not a

paraphrase of (LO-¢)]
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(h0-c) a Saturday precedes every Sunday

(LO-f) every Sunday is preceded by a Saturday [a
paraphrase of (LO-e)]
(LOo-g) every Saturday precedes a Sundsy
(LO-h) *a Sunday is preceded by every Saturday [not a
paraphrase of (LO-g)]
I suspect that the data offered in sections (39) and (LO) are ultimately
explainable in terms of 'derivational constraints' of the kind discussed
by Lakoff. A reason for bringing them up in this report is that
they show restrictions of a fairly 1nteresting sort that relate both
to tae formation of deep-structure subjects {put differently, to the
choice of particular members of a converse pair) and to the formation
of surfpce-structure subjects.

Ll1. In my proposals on 'case grammar' I have assumed that the

‘role types which one can refer to in describing the semantic structure

of predicates make up a universally valid_;nd reasonably well-specified
set of concepts. I have assumed, too, that tﬁe role types are them-
selves unanalyzables, corresponding to elementary perceptions on the
part of human beilngs concerning such matters as who did it, who

experlenced it, where it happened, what the result was, vhere a thing el

'l

that moved ended up, where it started out, what moved, and a few
others. I have convinced myself that certain role notions recur

ceross widely variant lanpuages, namely those for which one finds

useful the terms Agent, Instrument, Locaticn, Object, Patient, ete.

I have found that many wvalid assertions about languages can be made

by deseribing the structure of their sentences in 'these terms. The



most serious difficulties have had to do with specifying exactly
what this small set of role types consisted of, and determining
whether or not it would turn out to be necessary, at least for some
verbs, to interpret certain arguments as serving two role functions
simultaneously.

L2. This last difficulty is that of seeing the relationship
between the case functions that seem to be involved in almost every

sentence--such as, for example, those I named in the last section--

-4 and the sort of role structure that is involved in the description
of particular kinds of institutionalized transactions for which a
'fi2ld’ of vocabulary_may exist in a.language. I have in mind the
roles of custorer, merchant, goods, and instrurent of exchange in the
vocebulary field that inecludes BUY, SELL, PAY, DICKER, etc.; and
those of defendant, Judger, deed, victim, etc., in the field that
inecludes verbs like ACCUSE, CRITICIZE, FORGIVE, APGLDGIZE; CONFESS,
CONCEDE, JUSTIFY, EXCUSE, etc. I am at the moment ready to assume
that it may be néﬁessary to treat the semantic roles of arguments on

twvo 'levels'., I mean that Ilmay want to be able to say that in
expressions with BUY there i;:one arnument1which has Customer function
on one 'level', Agent functinﬁ on ancther, whereas in expressions

with SELL, tﬁe argument which has Agent function is the Merchant, "
not the Customer. In what follows I leave open the possibility th&t

the roles associated with a predicate vord may not bear a one-to-one
correspondence with the arguments associated with it.

k3. A great deal of attention has been given in the last year

or two, in linguisfic circles, to the fact that the semantic description
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o exrressicns centaining particular predicase words needs Lo
distinpuish what the speaker of the sentence mizht be sayinr (or
'doing in saying') explicitly from what he is said to nresuppose
about the situations concerning which he is Qpeakinm. The apparatus
for formulating the presuppositions will need to refer to the
entities which serve particular role functions with respect to the
event or situation identified by the predicate.

Li. In my description of verbs of Judgina,ll for example, I
have pointed out that for sentence (Ll-a)

(Lh-a) Harvey accused Fred of writing the letter.

the utterer of the sentence presupposes (that Harvey presupposes?)
that someone's having written the letter in question was bad, and

what he is declaring, in uttering (Lk-a), is that Harvey clainmed thaﬁ

s the one who did it. On the other hand, for sentence (Lk-b)

H
1]
f.
b

(Lk=b) Harvey criticized Fred for writing the letter
the speaker of the sentence presupposes (that Harvey presupposes?)
t+hat Fred was the one who wrote the letter, and is declaring, in

¥
utteriné (Ll<b), that Harvey ciaimed that fof Fred to have written
the letter was bad. The force of Hafvey's utterance in {bb-a) is
what is presﬁppased in (Lk-b), and vice versa.

LS. Paralleling the pair of wardg offered in (LL) is the pair
CREDIT and COMMEND. These differ in tﬁat where ACCUSE and CRITICIZE
carry the idea of blameworthiness, CREDIT and COMMEND carry the idea
of goodness. That is, in (L45-a) somecne's having written the letter

is judged in advance as being good, and what is communicated is that

Harvey claimed Fred did it; in (45-b) Fred's responsibility is pre-

MM
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supposed, and what is communicated is that Harvey claimed that what

Fred did was pood.

"o

(bS-2) Harvey credited Fred with writing the letter

f: y ™ L1 2 " Tu o e n
vh5-b) Harvey commended Fred for writing the lotisar

! *

F L6. The distinctions seen here are analogous to those whiecnh J. L.

Austin recognized in an ambiguity of BLAME and in the pair of words

r
L EXCUSE and JUSTIFY.

; UT. Some of the verbs of Judging are illocutionary verbs, as

i G|

E F are, for those I have mentioned, ACCUSE and COMMEND. What this means

is that, for thosé verbs of Jjudging which are capable of serving as
.’explicit performatives' or 'illocutionary force indicating devices,’
a presuppositionsl analysis of them comes to show certain resemblances
to, say, Searle's analysis of promising and cther illocutionary verbs.
The anai&sis of illoecuticnary act; along the line develeoped by Searlelz
is a special case of the analysis of the type I have in mind (especially
as it concerns presuppositions), being special only in that what is
presupposed of the subject of the verb must be true of the speaker

of the utterance, and that a performance of the utterance under the
first-person—present—tenée conditions appropriate to performatives

|
'counts as' the performance of en act which has extralinguistic

validity. ll
LB. Searle's type Of1analysis can easily be extended, workings
in the other direction, to ﬁhe description of non-linmuistic-act verbs.
Thus the 'preparatory conditién‘ for a valid utterance of (L8-a)
" (4B-a) Sheila borrowed five dollars from Fred

is that Fred had five dollars; the 'sincerity condition' is that

¢
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Sheila intends to give Fred five dollars at some time in the future;
the 'essential condition'--which here, however, cannot be matched
Wwith a rule which governs the use of an operative linpuistic expression--

3o e

; o o -
-t Y= 3

wnella has undertaken an obligation to return Fred his Five

ot

dollars some day.

49. (This is not to say that one can accept all of what Searle
has to say about promising. His account fails, as far as I can tell,
in one or two respects. For example, he claims that in performing a
valid promising act one has taken on an chligation_to perform in a
particular way in the future. If this is sn; then the utterances,
on a mother's part, of the reassuring words {ﬂ?—a] or (L49-b) must be
delective as acts of promising.

(Lg-a) .i promise you that your father will come back

(b9-b) .I promise you that the sun will come up again

tomorrow.

If it were seen, however, that in making a promise one provides a
personal guarantee of the (future) truth of a statement, such
promising acts would not need to be deseribed as defective. Promising
©f the type Searle has in mind must be understood in terms of
guarantees of the (future) truth of s£atements whose propositional
content contains descripticnﬁ'of acts tﬁ be performed by the maker
of the promise. {That is, in whieh an eipressicn referring to the
maker of the promise is in the Agent rnlej}}

50. (A second quibble might be raised in connection with Searle's

nint that THREATEN is the unfavorable conséquence counterpart of

PRCMISE. This is wrong because (i) threatening acts do not need to
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be (accompanied by) linguistic acts', and because (ii) in threatening
somebody, one does not take on an oblimation to do anythinpm. You
can succeed thoroughly in threatening me hf merely saying that you
might consider beating my brains out. It may be, however, that I
am confused by an ambiguity in THREATEN between an illocuticnary
and & perlocutionary sense. I know, for example, that one can
declare that threatening words are ineffective either by saying (50-a)
or (50-b). _

(50-a) you can't threaten me [perlocutionary]

(50-b) your threats don't bother me [illocutionaryl.)

1. We have thus seen that the semantic analysis of ordinary
lancuage sentences, in order to incorporate observations and rules
about illocutionary force, must include in its scope ways of dealing
with the participants in the speech act itself. The traditional tern
for dealing with matters of this sort is deixis. One speaks of

nerson deixis (references to the speaker and the addressee), place

deixis (references to the locations of the speaker and the addressee),

time deixis (references to the time of the speech act), as well as

references to portions of {the utterance itself (discourse deixis), and
i

references to the relative social statuses of the speech act partici-

pants (honorifie systems,.etc.].

-

52. In the deseription of certain pr;dicate words, there is a
necessary reference to deictiﬁ features, especially in the description
of the presuppositions or 'prepafatory‘ccnditions'. The prime example
of this for English is the verd CDME.IB' In sentences of the form

fiven in (52-a)



: (52-a) O (object) comes to P (place) at T (time)

it is presupposed of P that it is either
(i) where the speaker of the sentence is at the time

-

of utterance; or

1

{(ii) where the addressee of the sentence i1s et the time

o

o uiierance; or
(iii) where the speaker of the sentence is/was/will be at T; or
(iv) .where the addressee of fhe sentence is/was/will be at T.
53. Sentences containing no other deictic references permit all
four presuppositional possibilities, as in (53-a)
(53-a) Fred will come to the office tomorrow
But others aré limited beceuse of presuppositions assceiated with
other deictic parts of the sentence. Tﬁys, {53-b) presupposes either
that you are there now or that you will be there tomorrow, but not
that I am there now nor that I will be there tomorrow at the time I
arrive: and (53-c) presupposes that I will be there tomorrow at the
time of your arrival, or that you are there now while I am speaking.
(53-b) I will come there tomorrow
(53-¢) you will come tﬁgre tomérrow.1
gh. (A full semantic theory of a lanéuage must additionally take
into account the fact that there ishan extended or displaced use of
deictic features corresponding to the ways in which the speaker of &
third-person narrative 'identifies’ wi%h one or another of the
charaﬁters in his narrative. If one of the basic functions of deictic

categories is to express directly the speaker's role or viewpoint with

respect to his subject matter, in the 'displaced' use the speaker




performs some kind of psychological '"identification' with one of the
parties in his narrative. It seems that instances of 'displaced epo'
can bevgeen in sentences like (54-a), where the author is interprctei_“
as viewing the situation from Harry's point of view, rather than
from Fred's or Bill's.
(54-a) Fred came to where Harry was, and then Harry went
to where Fred was
In (54-b) the author is aloof; sentence (S5h-c) is unscceptedle.
{ﬁh—b}__Fred went to where Herry was, and then Harry went
to where Bill was
(54-c) *Fred came to vhererHarry was, and then Harry came
to where Bill was
The phenomenon is quite analogous to the distinetion provided by scze
(e.g., ﬂlganquiaﬁ] languages between 'proximative' and 'obwiative'
third parsons. It hes been noted that the ﬁroximative forms are only
associated with one individual in a third person narrative at a time,
and that the switch in the application of the form from one individual

to another corresponds to a shift of point of view in the development

]

1

of the narrative.)

1
55. As stated earlieﬁ, it is the inc¢lusion of reference to speech

act partiecipants in semantiE descriptions which makes possible the
incorporation of matters of }illocutionary act potential' in the N
description of sentences. An attractive view is that the.illacutionary
force of a sentence is represeﬁted in the deep structure of that

sentence, or at least that what Gne.might call the 'straipghtforward

illocutionary act potential' 'of a.sentence should be so represei..

e



- 58 < 3

Svidence that maybe all conversational sentences should be provided
i ; sort of superstructure at their 'deepest' representation
oftered by lloss. For sentences whose gtternnces.haVG the
illocutionary force of asserting or informing {'declariﬁn'], there
are reasons for believing that there is, in the deep structure, a
|

silent illocutionary verb of declaring having a first-person Agent
|

_ NP, a second-person Dative PP, and having the non-silent part of the
] sentence as its direct object.lh ;

{ 56. ‘The occurrence of adverbs like PERSONALLY is now permitted
' o consisteant ac

The adverb occurs in sentences with

'psycho-
lomiezl' verhs and in which the Experiencer NP is coreferential with
. the Agent XE.of the imm

; ediately commanding lingﬁistic-act vert. Where
! guistic—-zct verb is apparent in the surface structure,

= is o ton accounts for the acceptability of (56-a) as opposed
; to (56-b).

{(56-a) Fred said that he personally dislikes roses

i {56=b) ¥*Fred said that Martha personally dislikes roses

Dy nssuming n Cirat person declarative gupersentence above all declarative
i

sentences, one can account, in Ross's fashion, for the acceptability of

(56-c) as opposed to (56-d).

(56-c) personally, I dislike roses
] (56-4) *personally, Fred dislikes roses
I : 5T7. Analopgously, the pleading-word PLEASE occurs only in

sentences immediately commanded by verbs of ordering or requesting.

The requirement is that the Apent NF of the interior scntence be

coreferential to the Dative NP of the ordering or requesting verb.

Where the orderin 4

o



-89 o
scntence, this accounts for the acceptability of (5T-a) as oppesed

(57T-a) I told Fred to please’leave the room

(57-b) *I predict that you will please leave the room

Assuming that imperative sentences are centaiFEd in silent performative

j% structures of arde¥ing allows one to explain, by the same principle,

the acceptability of (57-c) as opposed to (57-d).
(57-c) please leave the room _ :
(57-d) *Fred please left the room

s8. Gpg question about thq pre%ﬁppositicnal structure of sentences
that I heve not discussed is that af wﬁn does the presupposing. Pre-
sunpesing may be thoupnt of as un.ast performed by the spoaker in his
production of the utierance, or as an act imputed ©ty the spezker to
one or more of the individuals whose properties or actions are
described by the utterance in question. I assume thﬁt there will be -
much more to say about such matteré after one has seen the results
of Lakoff's explorations 1into the logic of 'world-creatingz verbs'.

59. The view of sem#ntic interpretation that I have been assuming
is roughly this: I believg that, given-a full grammatical description
of a sentence, with cample%e seméntic descriptions of the lexical items
it ‘conteins, it should be p;ssible'ta ‘compute' the full semantic
deseription of the sentence;-including, of course, information about
what its utterers must presuppose to be ;rue, ineluding its utterers'
imputations of presuppositions to 'individuals described or referred to

in the sentence. . This 'computation' will involve many types of

grammatical facts and a great many subtle properties of lexical items.




“he view is representative of what is called interpretive semantics,

but it is one which involves operations whgch are quite distinct

from those proposed in the earliest presentations of interpretive
semantics. Operations involving selection restrictions are here
replaced by an understanding of presuppositions; this has the effect
of dissolving the problem of discovering the boundary between the
semantic properties of words (e.g., nouns) and the physical
properties of the things to which the words could be correctly
applied. Interpretive semantics is ;ne which welcomes lexical items
that contain in their definitions variables not found in the expressions
that contain them. These varisbles are relEVanﬁ to the semantie
interoreiation _c:u:‘ sentences, because there are situations in which
nvredications involving these variables are more essential paris of
whe echmuniecaticon than amything else. To use a2 familisr exsmple: to
say of Fred, literally, that he is a bastard, is to say of his mother
that she was not married on the day he was born. And that is to
'refer' to someone not menticned in the original assertion.

60. The alternative view, within what has come to be called
'generative semantics’', _15 has it, if I understand correctly what is
roing on, that all of the information relevant to the semantic interpre-
tation of a sentence must be present iﬂ'a representation of the deep
structure of that sentence, and that, i:n;' i‘ar.;t, tlhere is no level of
'deep structure' that is distinct from the level of semantic repre-
sentation. If in the end the 'generative seﬁantics' view turns out to

be more valid--and I don't know what I am revealing about myself to

admit that I find the arguments favoring generative semantics over-
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whelminn_?ut somehow not coercive-=-then descriptions of the type I
am capable of coming up with through my work will fall in plece,
within the correct theory, on the le;el df lexicolopy. I believe,
that is, that the observations about the meanings of lexical items,
the relations which must be described in characterizing the semanti

structure of expressions containing specific lexical items, and the

format for expressing these facts, can be exactly the same under

either view.
61. It is the apparatus for dealing with presuppositions that
makes me retain faith in the interpretive-semantics positicn. It is
fregquently possible to state the presuppositions of a sentence in
the form of a scherma which operztes on the grarmatical description
fin fact, often encugh, the surface gremmatiecal descripticn). If we

teka, for example, the presuppositicnal, effect of 'contrastives stressz,'

it generally seems to be the case that a sentence of the form suggested
by (6l-a)
(6l-a) X Y Z Cwhere underlining represents emphasis]

is associated with the presupposition sugpested by (61-b)
.3 i ..

(61-b) it has been suggestéd that X Y' Z [where Y' # Y]
n :

Given this formula, we can figure out in what contexts one might say
L]

(61-c) It's an essay in descriEtivé metaphysics. -~
by imagining what different type of metaphysics somebody might have
alluded to in the utterances that preceded (6l-¢). If it is impossible

for us to do this--because, say, we know nothing whatever about how

the word METAPHYSICS is used--we cannot understand the presuppositional



content of (6l-¢), but we know somethins ahout how to acquire this

K+

understanding.

o

2. pPerhajs the main reason I cling to views of interpretive
semantics is that I am unconseciously guilty ﬁf the much-discussed sin
of confusing the linguistic technical term 'generate'! with the psycho-
logically more immediately understandable notion 'produce' (as in
'produce ‘ttcrancgs'}. I so frequently find myselfl speaking without
any understanding-.of what I am saying that I quite naturally think of
the z2bility to produce a sentence as involving essentially different
prineiples from those tﬁat are employed in figuring out wvhat if any-

thinz its uitersr intended.
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The Deep Structure of Indirect Disenursel

Gregory Lee

1. 0Otto Jespersen and other traditional grammarians have
described indireet discourse =3 being a transform of direct discourse.

Jespersene

says that in converting direct discourse inte indirect
disceurse person, tense, and monﬁ a;efshifted and the form of
questions, commands, and requests is 'changed. So for example the
sentence (l-a) becomes in indirect discourse flrb) by shif+ting the
person (I changes to EE} and shifting the tense or mood (will
changes to would).

{1-a) " John said, "I will go."

(1-b) Jobhn said that he would go.

2. In the fremework of generative-transformational grammar, the

obvious way to take over this traditional account is to say that
there are coptional transformaticns which shift person, tense, etc.
We start off with sentences in direct di;course, and, if these trans-
formations apply, we get a sentence in indirect discourse. In this
treatment a sentence with direct discourse and the corresponding
sentence with indirect discourse would come from the same deep structure.
How two sentences that are derived.frnm the same deep structure should
be paraphrases; but correspandipg sentences with direct and indirect
discourse are not in geqefal paraphrases., For example, (1-b) could be

true in circumstances in which (1-a) was not true. John's actual

]
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words could have been "I shall depart,"” and (1-b) would still be
a fair report of what John said. The direct discourse sentence
purports to give John's actual words, but the indirect discourse

" +a

sentence is true Just so long as what John said "boils down
saying that he would go.
3. So already a major problem arises in trying to relate

direct and indirect diseourse in the terms of generative grammar.

-

et me set the major problem sside for a moment to examine some more
narrow evidence for and against the proposition that indirect
discourse is derived from direct discourse.

4. Sentences (L-a)}, (4-bv), and (L-e) illustrate an asrgument
for getting indireci discourse from direet discourse. Not everyone
will find (k-a) unacceptable, but I prediet that at least scme
people will.

(bea) #*Mary is pregnant, but John said, "No she isn't."

The reason I think (L-a) is bad is as follows. For the conjunction

but to be appropriate, John's words No she isn't must be interpreted
as meaning 'No, Mary isn't pregnant,' where pregnant has been deleted,
and Mary has been pronominalized. But for this deletion and
roncminalization to take place, Mary and pregnant must have been
menticned in the ggggg;gg;égggggéﬁgﬂreﬂortggzgg;—befﬂre John spoke.

In (L-a) there is no indication that Mary and presnant were mentioned

before John spoke; rather they are mentioned at the time John's speech

is being reported. Contrast this with the acceptable (L-b) where Mary

and pregnant gre mentioned in the conversation being reported.
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(Lk-b) Harry said, "Mary is pregnant,” but John said,
"No she isn't."
In (L-b) the pronominalization end deletion can take place. (L-a)
and (L-b) show that there is a contrast between direct discourse and
what is not in direct discourse with regard to anaphoric relationships.
T will eall the constraint, which rules out (L-a), the 'pregnant-
constraint.’
(b-c) shows that indirect discourse acts like direct discourse

in this regard. I.e., the pregnant-constraint doesn't make (l-c)
unzccepiable..

(L-¢) Harry said that Mary was pregnant, but Jehn said,

"Wo she isn't."

The acceptability of (L-¢) czn be sccounted for if indirect discourse
is derived from direct discourse; i.e., if (lb-¢) is derived from
(4=b). The pregnent-constraint will be stated at the level of deep
structure, before (L4-b) is changeﬁ to (L-c). .
5. Sentences {5*&), {5-b), and (5-¢), on the other hand,
illustrate an argument that indirect discourse is pot derived from
direct discourse. The i sub%cripts in (5-a), (5-b), and (5-c) indicate

that someone and he are to refer to.the same person. (5-a) shows

that ordinarily the indefinitie somecne can be the coreferential

‘antecedent of he.

(5-a) John thought that someone; would leave, but he;
: i

didn't.
But an indefinite in direct discourse cannot be the coreferential

antecedent of a pronoun cutside the direct discourse. I will eall



the constraint which prevents (5-b) the 'someone-constraint.'

(5-b) #John said, "Someone; will leave,” but he, didn't.

- f . oy s H 5 M =
In (5-c), where the indefinite is in indirect discourse, this

coreferential anaphora is possible.
(5-c) John said that someone; would leave, but hey
didn't.
So with respect to the scmeone—constraint, indirect discourse does
not behave the same way as direct discourse. This, then, is evidence
that indirect discourse should not be derived from direct discourse.
6. Faced with such conflicting evidence as‘'is provided by the

pregnent-constraint and the someone-constraint, it is pessible te

1

se., We carn s3ay that sometimes indirect discourse is from

ko

comprom

ct discourse, and sometimes it isn't. So (L-c) will be derived

-

]

e

d
from (L-%}, Bus (5-c) will not be derived from (S-b). By this compromise
selution, which is the solution I favor, there will be two possibi-
lities for deriving indirect discourse an&htwa corresponding inter-

pretations. The situation is diagramed in (6-a).

(6-a) deep structure: indirect discourse direct discourse
surface structure: indirect discourse direct discourse

Some evidence for this proposal is given in (6-c) and (6-d). The

that-clause of the sentence

(E<b) Mary said that someone was in the room.
can either be from direct discourse or be ho?iginal" indirect discourse.
Put in (6-c) where someone is ‘the coreferentisl antecedent of he, the

tnat-clause rmust not be from direct discourse—--because of the someone-

constraint.
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(6-¢) After Mary said that someonej was in the room,

he; said, "o one is in the room."

We can prediet that the first in the room cannot be the antecedent
of the in the room in the direct quote, because of the preénant-
constraint. The unacceptability of (6-d) confirms this prediction.
{(6-d) #*After Mary said that someone; was in the room,
he; said, "No one is."

In (6-d) in the room has been deleted from the direct gquote, the

B e L
antecedent being the preceding in the room. But this anaphoric
relationship is ruled out unless the antecedent is also in a direct
cucte in deepn structure. In (6-d4) in the room is not in a deep
structure direct guote, hence (6-d) is unacceptable.

T. Notiece that this scluticn does not make the false predietion
that corresponding sentences in direct and indirect discourse are
always paraphrases. A sentence with indirect discourse has in
generel ggg'intergretations, ene of which is the same as that of
the corresponding direct discourse sentence.

8. The sentences in (8-b) through (8-d) below are other cases
like (6-d), wner: two constraints conflict. A sentence with indirect
discourse has simultanenusiy forced on it two incompatible inter-
pretations--an inperpretatian as being from deep structure indirect
discourse and an iﬁterpretaticn as being from deep structure direct
diseourse. -

As Joseph Emonds points out in his dissertation Constraints on

—

Transformations (Indiana University Linguistics Cirecle, mimeo, Summer,

1969 ), parenthetical expressions like it seems to me do not

el
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ordinarily occur within embedded sentences. They do, of course,
cceur within direet discourse--as in the sentence {B-n).

(8-a) Mary said, PAlice, it seems to me, likes someone."
And, contrary to the general rule, parénthetical expressions occur
in embedded sentences that represent indirect discourse. So:

(8-b) Mary said that Alice, it seemed to her, liked
sSomeone.,

Then it is reasonable to expect that indirect discourse, when it
contains a parenthetical expression, must be from direct discourse.
Example (8-c) confirms this.

(8-c) Mary said that Alice {*it seemed to her) liked
someone ., but Alice_;eally didn't like himi at
all,

Wnen ccreferential anaphora blocks a direa; discourse interpretation
of indirect discourse, a parenthetical expression cannot be added to
the indirect discourse. |

In sentence (8-d4), the failure of tense-shifting to epply to the
relative clause disallows a direct discourse interpretation. Seo
pregnent cannot delete the understood pregnant of the direct quote:

(8-a) John said that the woman.who {:‘:z } sitting there
was pregnant, bﬁt HarryISai&, "No, she isn't."

Likewise in (8-e) the failure nf.tense-shifting forceshan inter-
pretation as ﬂeep structure indirect discourse, while the parenthetical
he thousght requires a direet discourse int;fpretatinn. So adding he

thousht makes the sentence unaccertable.
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(8-e) John said that the woman who is sitting there
would (*he thought) agree to leave.
9. DNow I know from some unsystematic checking-around that a
lot of you will not agree with my placement of asterisks in these
examples. HNot only do the sentences Eake %ome thinking about, but
they also permit well-considered disapgreement. But suppose for a
moment that the proposal in (6-a) is correct. Then the acceptability
of sentence (9-a) is interesting.
-~{9-a) H.E-I‘Y was pregnant, and John said that she was--but
Harry said, "No she isn't."
There are three occurrences of Mary and three occurrences of pregnant
in (9-a); two of each are implieit. If the sentence were filled out
more, it would read:
(9-b) Mary was pregnant, and John said that Mary was
pregnant——but Harry sa:.id: "No, Mary isn't
' pregnant.”

Let me refer to the three cccurrences of pregnant as vpregnant,, premnantg,

and nregnantE. Pregnant3 is deleted from the direet quote, the antece-
dent for the deletion ]::eing' ‘nregnant;. The antecedent cannot be
pregnant, (the pregnant that actually occurs), because of the pregnant-
constraint. The indirect discourse in the second clause of (9-a)

must be from direct discourse--again because of the pregnant-constraint.
But now the pregnant-constraint prevents deleting 1:31*-&5r:a|.:r11.‘.E with
pregnanty as antecedent. But the fact is that the second pregnant

can be deleted.

‘The only way around this problem that I can see is to allow deletion
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to oceur both before and after the conversion of direect discourse
into indirect discourse. This impliees first, that pregnant, is
really present in the deep structure of Iﬂ-a} (otherwise it could
not act as an antecedent); and secnnd,“it implies that the anaphorie
relationship between nregnant] and nregnante cannot be stated in the
deep structure of (9-a), but is established at a lower level by the
process of deletion.

Likewise the anaphoric relation between Mary and the first she
in (9-2) must be established after underlying direct discourse is

changed into indirect discourse.
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Footnotes

lrhis paper was read at the December 1969 meeting of the
Linguistic Society of America. Another paper on indirect discourse
was read at that meeting by Mary Gallagher. Professcr tallagher's
peper, "Accounting for indirect discourse,” has now appeared in
Papers in Linguistics 5.1.83-89. Her arguments and my conclusion
may seem to be in conflict, but a careful reading will show that in

fact they are not.

20tto Jesperson, The Philosophy of Grammar, D. 292 ff.
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A Note on Manner Adverbs

e Patricia Lee

Assuming as basic George Lakoff's proposal that manner adverbs

?T' are derived from adjectival constructions, I would like to further
examine the selectional restrictions on manner adverbs and the
paraphrasal relationships among the more basic adjectival constructions.
I. It is obvious that mahner adverbs take human subjects and cannct
take inanimate subjects.

(1) Mary carefully typed the letter.

(2) #*The rock carefully rolled down the hill."
However, it is not quite so obvicus thet manner adverbs can also
teke animate, non-human subjects.

(3) The cat meticulously buried its feces.
It has been suggested that this_restriction may be related to a
volitional feature of the advefﬁ. The following sentences would
then have to have animate subjects and a feature of volition in the
adverb. _

(4) The dog del&berately chewed up my shoe.

(5) The horse 1ﬁtentipnally stepped on my foot.
But consider sentences such as

(6) The cat obnoxiously kneaded the blanket.

(7T) The dog heroicly saved the child.
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) The mule reluctantily moved.

[ ¥]

(
(9) The anteater eagerly ate the ants.

(10) The horse wisely chose the right road.
(The adverbs in 6-10 will be further discussed in section II.)
In each of the above sentences the acceptability depends on the
volitional nature of the adverb. Thus, sentences (11) through (15)
are strange:

(11) The ﬁeetle obnoxiously climbed up my leg.

(12) The cat heroiely hissed.

(13) The dog reluctantly ate the fish.

(14) The moth eagerly flew toward the light.

(15) The cat wisely retracted its claws.
Although these sentences are grammatical, they are odd either because
the acts involved are not completely' and consciously acts of will,
or because non-human animals do not do things relﬁctantly or wisely.

One solution to this problem would be to subcategorize adverbs

into volitional or non-volitional categories, and allow animacy to
be the only sublect selecticonal restrietion. In this way +human subjects
would correspond to +animate subject and +volitional adverb. However,
with non-human subjects the problem still exists of determining what
can be volitional for a cat, a dog or a beetle. &he fact that sentences
(11) through (15) are not completely unaéééptable, but only odd, indi-

5

cates another solution. There are situations in which the sentences

of (11)-(15) would be perfectly suitable; for example, my intense

dislike for beetles could lead me to say The beetle cbnoxiously climbed

up my leg, or even,
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(16) The beetle {H

malgcicusly

- o
deliberat&l}'} =l T hTe

(i.e., I attribute a volitional act--that of trying to frighten me-—-

to the beetle, clthough I know in fact that the beetle had no such

¥

purpose in mind.) This would be similar to saying:

cruelly
(17) Cats {;uthlessly kill rodents.

although most people would acknowledge the cruelty with thch cats
kill mice is a human, not feline, attitude,

What I prnﬁnse then, is that the adverb ascribed to an actien
can elither be the speaker's description of how the act is being
committed, or the sublect's attipyde toward the act. This would be
the source of many ambiguities with human subjects as well as non-
human subjects. The sentences

(18) John wisely decided to study linguisties.

may be Professor Glump's opinion of John's decision and John may
think it was a dumb thing to do. |
IT. This brings us to the problem of what adverbs have this
ambiéﬁity; I think that in fact all adverbs can be ambiguous in
this way, but that some have a much more likely reading as the
gsubject's opinion of how ;he act was performed. There are manner
adverbs derived from both:stativa and active adjectivesé those
derived from active verbs énd having human subjects are much less
likely tc be read as the speaker's opinion. Sentence (20) is less
likely to be denied than (21):

: (20) John deliberately tore up the notice.

(21) The cat deliberately ruined my couch.
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it seems to me that there are actually three types of manner

adverbs: (a) those derived from active adjectives which are also

volitional, (b) those derived from active adjectives which can
be voliticnal or non-volitional, and (ec) those derived from stative

adjectives which are non-volitional. Examples follow.

ACTIVE ‘ STATIVE
+volitional +vyolitional ‘=volitional
masterfully heroicly reluctantly
industriously ocbnoxiously eagerly

| meticulously wisely
carefully
deliberately
ruthlessly
cleverly

Whether or not heroic and obnoxious are active can also be

challenged. They both meet the test for stativity:

ﬁ obnoxious. y
{22) He seems to be J{-hernic. b

And there is a definite strangeness in some of the active inter-

pretations:
=
- b .
(23) 7?What he did was be {jﬁegggi?us ,f
(" obnoxious
(24k) Bill was deliberately. : 3
i iﬁherﬂlc. )

: obnexious. }
o : . i -
(25) ?#*John was careful in being < herole. )

but

> I""t:r'l':nm::n:-::|'.1:.>1.1sl,':.-"-‘\] - -
(26) Max acted 'i heroicly _g and Sam did so too.




(27)

5 | (28)

| —

(29)

[—

(30)

{32)

(33)

“7{3h)

(35)

(36)

(37)

(38)

(39)

(k0)

(L1)
btut

(L2)

(L3)

- Yy -

i obnoxious ; S L ‘g
# in order to win rry
Was i !
Herkimer wa -i_herulc g

respect.

o
j ; obnoxious. |
Paul eats bugs because he wants to be ey f&

obnoxious.
Ba heroic! }

: : Vi r.qhnoxious-
?Dick is stupid instead of 'ihhereic.

Ex ”% :
\ heroie : o e
You are 1_obncxiuus { for my sak

W (" obnoxious. |
Portia is being 'thhernic.

. : obnoxious.
#] saw him being {:ﬁeroiC- :}

e 2! cbnoxious.
Giula persuaded Hilda to be ——

obnoxious.
" ?Cassius will be {:heruic i}

obnoxious.
7#We used masks to be

heroic.
Hs Wl obnoxious with & gun.
‘heroic
(" obnoxious r £
by (means of) taking LSD.
?EPE b 4{Perﬂic y (
i obnoxious
: : together.
They are. thercole j} &
hhncxicus :
: with Zelda.
Henry is ‘E:perﬂic j}
: obnoxiocus r*obnoxiuus.
*Sue was heroic and was '1hhercic. :
F}MnoxiausTL
Sue kept on being s heroic.
-

~
jrbbnnxicus }

?Laura happened to be 5, ... )
o
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: U ohnssteis L
(LL)  2amy is % it . in the park.

4

This lack of agreement indicates that perhaps there is a further

subcategorization of verbs needed. Although I have no definite

Proposal at the present, I suggest it be in terms of volitional

acts, since both heroic and obnoxious have the property of being

2ither intentional or unintentional,

III. There is yet another broblem with adverbs; if we assume they

H&@E e

a-e paraphrases of adjectival constructions as Lekoss (1965) preposed,

wWe get
(LS) Mort cleverly reads tea leaves. @
coming fron
(LE) Mort is clever in reading tea leaves,
For me, this sentence is ambiguous; it can mean either (L8) or (Lo):
- (4T) Mort reads tea leaves in a clé%er manner.
(L8) Mort is clever in that he reads tea leaves (i.e.,
he makes & lot of money doing it.)
Since this ambiguity exists, the deep structures of (47) and (LR)

must be different. Specifically, the deep structure of (L8) must

be sensitive to for-to and Poss-ing cemplementation (as deseribed

by Fosenbaum, 1967 ).since sentence (49) ang (50) are paraphrases of
(L8); | '

(L9) For Mort fo read tea leaveg is clever.

(50) Mort's reading of tea leaveé is elever.

A deep structure such as (51) would allow the transformational

derivation of (L9) and (50).

Py

| e |

Py |
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51] S
f\‘\,
WP - YP ¢
ﬁort v NP

Mort reads tea leaves

Such a deep structuré would also permit the derivation of the related

sentences:

{ is eclever of Mort to read tea lesves.

LW )]
(1%
-
=l
ck

a3

L
L

(53} That Mort reads tea leaves is clever.

(54) Mort is clever to read tea leaves.
The fact that transformational rules of ccmplementation and extra-
position apply to the deep structure (51) indicates that it is not
exceﬁticnal, and the main problem was to differentiazte that structure
from the one underlying ééntence (47) (Mort reads tea leaves in a
clever manner.). Since sentence (4T) obviously cannot be sensitive
to the rules mentioned above, and, since these rules appear to have
2 wide range of application in English, the deep structure of sentence
(LT) is actually the excepltiunal 'I:.a.nd problematic) case. For

serntence (L4T), I propose a]deep structure on the order of (55):

1l

(55) 5

f’”fjﬁh“‘“*ﬁmh_?F
| P

Mort v NP BE
reads tea leaveg Prep P

| et e
N S

in
! /\
manner

manner is clever

-




Whether or not the phrase containing the adverbial element is in

fact g prepositional phrase is debatable.

However, a structure like (55) eliminates the need for a special
adverb node (if the prepositional phrase can be accepted) and in
addition provides a means of distinguishing the two uses of
cleverly-type adverbs. Unfortunately I can find no overwhelming
syntactic arguments in favor of (55); howevef, the semantic funetion
of ecleverly in Mort reads tea leaves clevérly is definitely related
to the verb phrase of the sentence rather than the sentence as a

whole or the mein noun phrase. So, zlthough th

1]
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[yl
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= Zoubt, the general siructure is procbebly correct.
Finally, there are two ad]ectival paraphrases of manner

aéverbials;

(56) Jchn was careful in playing roulette.

(57) John was careful at playing roulette.
As far as I know, the difference between in and at in these cases
has not been discussed. The first fact to be noticed is that at
cannot oceur wi;; the non-volitional or fvolitional adjectives:

(58) *Marvin was heroic at saving the child.

(59) *Lilly was obnoxious at making faces.

(&0 *ﬁinnie was reluctaﬁﬁ at leaving.

(61) #Winnie was eager at leaving.

(62) #Phil was wise at deciding to stay.
However, the sentences {55}Ithrough (&2) are-ali okay with in (with

the possible exception of (65) and (66)):

{63) Marvin was heroie in saving the child.
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(6L) Lilly was obnoxious in making faces.
(65) ?Winnie was reluctant in leaving.
(66) ?Winnie was eager in leaving.
(67) Phil was wise in deciding to stay.
The active, volitional adjectives can take either in or at:

ff’masterful
industrious

j  meticulous in
(68) Jim was <\ careful {:-t:} playing chess.
: \  clever -
| deliberate
k ruthless

There does, however, seem to be a difference in meaning between
sentences with at and sentences with in, and the difference seenms
to be relasted to the habitusl or regulsr manner in which the

vl &
sunjec

8o, =lthouzh

¢t
Wl
m
g
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ot
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]
(o]
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(68) Jim is careful ;t ﬁlaying chess.
is all right, ' : i
(70) #Jim was careful at playing that game of chess.
is strange.
Admittedly there are many unsol;ed problems in manner adverbs,
but I think further researéh centered around the notions of

|
volition, reference or attribution, and habitual or regular action

will provide some answers.
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Crammaticel Variability and the Difference between Native
and Non-native Speakers

Ilse Lehiste

A currently porular method of teaching syntactic theory involves
contrastive presentation of Vgramatical' and 'non-grammatical'
sentences. There is, however, an increasing amount of evidence that
native speekers do not agree among theﬁselves with regard to grammati-
celity judzuents (Elliott, Legum, and Thempson, 1969: Quirk and
Svartviﬁ, 1966). The use of the grammeticality criterion may there-
fore be guestioned on theoretical grounds. A concrete problem arises
in teaching a syntax course to a group of students including both
native and non-native speakers of the language from which the
gxemples ars drawn: =prn-native speskers Irequently fail to see the
rationale for & particular decision as to whether a sentence is or 1is
not grammatical, if this ratinnalelcﬂnsists of an.appeal to the
native speaker's intuitien.

The notion of grammaticality is admittedly difficult to define,
and even more difficult to explain to iinguistically naive users of
2 language (Bolinger, 1968). One way tﬁ explore the reliability of
native speakers' grammaticality Judgmentsgwuulﬂ be to compare the
actual use of a grammatical feature by & group of monolingual native

speakers of English with the use of the same feature by a group of

bilinguals for whom English is +he second language. In this manner,
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direct reference to grammaticality .iuld be avaldeq.
! :
i i conﬁucted~a small experlment, the purpnse,uf which was to
% L
«.compare uhe ranges of gramnetlcal v_rleblllty within two such groups,

v with *he wlew of finding eut whether the dif“erence between the two
: Aroups, lf any,vwas in any way sﬂgnlflcanuig d;fferert.frcm the

Vil _I'
Jvarletlnn wlthln the native grnup St e ;

L *elected & set of: 91 English Eenteﬁces which had already been

I'\l!

useu*te test the r&nge Df va'labilit; Wnth‘n a group of native

speakers of 1“':‘1\13.:,..:7.51'1. (D. Terenee Laneendeen Elements of English

v oA 1 L i
* Grammar, in PrEES}r The . subjects of’ ?ﬁis study were a group of

:junior high and high eeheel te&che*s ef n%lieh, who pertieipated'in

™
e

& surmer institute at Ohio State University in 1968. The structural

feature which the sentences were dgsigned to test was the formation

o St i T

of 'tag questions'. This term is used to refer to guestions asking

for confirmation of thé icontedt of e'deeleretlve sentence. For
_example, the statement "The sky looks threatening" might be followed

by "doesn't it", which would constitute an appropriate tag question.
.Tﬁe responses given by the 46 native speakers are analyzed in detail

in ;engendeen‘e forthcoming book. A gross indication of the amount of

grammatieal'veriabilify found within this group is provided by the fact

that the test subjects showed eempiete agreement in only 33 instances

eut of 91. In other cases, the number .of different responses to a

single statement varied between tvo 'and eight.
I f %

; I presented the same set -Gf"sentences %2 a comparable group of

L6 EEuOﬁlaﬁ—LnglLSH bilinguals ranglng in age frcm 1T t0 51. The
R Do e ST eRTeiis U aia

;' Dll,nguals, JPD are 1ong—te*m residents ef the United St&tes and
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Canade, tock the. same yest under gsimilar canditicns, Sfhe marnticular.

atructuxal~f&aﬁure, formation of-tag questions, is very suitable .for:

testing with thais group, since Estonian does not know tag questions
1 f

of the Enslish kirnd; a .statement might be turned into a'question oy

the use of a phrase similar to the Cerman nicht wahr or the French

n'est ce nas, but even that would not be very common, The older
bilinguals have Estonian as first language and Fnglish as second language
both in-order of ascquisition and-.in order of:.fluency. The younger

i

members of the group have leerned Estonian from their parents and

English-from the surrounding community, and consider themselves to be
2 1
more fluent in Englishthan in Estonian. Almost all bilinguals use

Engiish in pmore situations than:Estonian, although most of them

¥
2 o

=y
PLAE ) LY ~

continue, fo .3p2ak Estonian within their immeqiate family. The educa~

tional lLevyel of the bilinpual grgup .is at least comparable to that of
the monolingual group, . and all bilinguals have had gomﬂ formal
instruction_in_Eng;ish_ﬁ;ammq:;jﬁhex;gannut,”howgvgr, be gxpe;ted to
be as familiar with formalized "school grammar" as the monolingual

group consisting of teachers of the Engliéh language,

| i
I started out with the expectation that there would be considerable

variation within the bilingual group, and that the y?unger bilingusals

i

would be prmgfessively more similar to the'native speakers of English

than the older bilinguals in their formation of tag questions. I

1
hoped to find & way to express the degree of similarity in some

concrete terms which might bhe used as a measure of "degree of bilinmrualism'
T
. _ e B!
or, perhaps, 'degree of nativeness'. I should say from the ocutset that
the results of the experiment turned .out largely neqative.
i
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In order to establish some measure of the degree of similarity
between the two groups, I arbitrarily defined the notion of 'deviant
response' as a variant of a tag question not included among the set
(w3 vari&nts offered by the members o? the monclingual group in
s response to a specific sentence calling for confirmation. For example,

if the statement was "The boy looks sleepy" and all 46 native speakers

formed the tag question "doesn't he", then & bilingual's "does he not"
was classified as a deviant response. (Later I shall present a more
detailed anelysis of deviant respnnses;}

4 gross ccmparison of the two sets of L4186 tag cuestions yielded
TOl deviant responses on the part of the bilinguals, amounting to
16.7% of the “otal. A separate analysis of 23 youwiger members of the
group, below the median age of 2T years, showed 297 deviant responses;
the 23 older members had 4O4 deviant responses. Thus the younger
bilinguals contributed about L2% of the deviant responses, while the
older half of the group was responsible for 58% of the deviationms.
This difference does not seem to be particularly striking.

A separate analysis of 'the dev;ant responses of each bilingual
subject showed that the numhgr of deviant responses ranged from one
to 68 (cut of 91). A larze proportion of deviant responses was
furnished by six individuals, vhose scoras weré 68, 62, Sh, 54, 41,
and 35. The curve became fairly smooth after that. It is perhaps
significant that the subgroup of six contained the two oldest members

of the group; but these were balanced out by an 18 year-old and a 19
year-old at the other extreme of the age range. Together, the six

subjects with the highest number of deviations accounted for almost
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half of the difference hetween thé monolinguals and the bilinguals.
If these six individuals were discounted, there would remain less than
ten deviant responses for Eachlremaining bilingual.

It is of course questionable whether the notion 'deviant response’
has any valfdity at all., It should be kept in mind that there was
extensive variability within the monolingual group, even thougn it

consisted of English teachers. This variability was reflected in the

fhos S T R Ly 5 e

. humber of posaiblemrespnnsesntn'&Jgivehﬂstétéméﬁt;“ﬁhich”réﬁkéd from

cne to eight. There is no evidence as to how a less uniform monc—
lingual group would have performed under similar ecircumstances, and
vhat the number of their deviant responses might be relative to the
responses given by the reference group. It is likewise unknown

whether the same two groups would have preoduced identical responses

when re-tested on a different occasion. As I emphasized before, the

counting of deviant responses constitutes only a very gross measure

of the differences between the younger and the older half of the
bilingual group on the one hand and between ;ﬁe monolingual and the
bilingual groups, on the other. With these reservations in mind, I
cannot consider the differences in any way conclusive, and the starting
hypothesis does not appear to be confirmed.

Let us look now a little more clesely at the deviant responses,
In fact many of the apparent deviations have no linguistic significance.
The monolingual group, being English teachers, had a clear notion of
what a tag question is; the bilingual group seemed to have considerable

difficulty in grasping what was required of them, and many of their

responses suggest that the subjects muét have thoﬁght they were
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participating in a free association test. For example, all mono-
linguels responded to the sentence "I have five cents in my pocket"
with either "Haven't I?" or "Dnn‘f'I?#; but two of the bilinguals
asked "How much do you have?". There were altogether 95 deviant
responses of this type. A

Another set of discountable deviant responses consisted of
elsewhere acceptable variants that did not occur emong the monolinguals'
responses at a2 given time. On numercus occasions, the variants of tag
auestions given by mﬂnélinguals might include "don't they" and "do
hey not" in response to one sentence, but only "don't they” in
response to an analogous sentence. The bilinguals may have used "do
they not" as a variant in both instances; it would have been accepted
in one case, and treated as a deviant resvonse in the Dther: This
applies in partieular to lack of inversion with regard to negation or
affirmetion. The general rule of the formation of tag questiens
requires that the statement and the tag question oppose each other
with respect to negation, but there were many exceptions to this rule
within both the monolinguel and the bilingual group. Again, an
exception to the rule within: the bilingual group was counted as a
deviant response if there were no exceptions within the monolingual
Froun with regard to a given sentence. It seems to me that all such
cases should be considered together, and if exceptions to a general
rule occur within the monolingual group, analogous exceptions within

the bilingual group should be excluded from the list of deviant

T Tresponses. i : -

The majority of the bilinguals' deviant responses fell into the
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two caterpories just deseribed--"free association" deviations and
elsewhere acceptable variants. If these two categories are exeluded,
as I believe they should, there is very little left to indicate a
L]
possible differcnce between the monolingual native speakers and the
bilingual non-native speakers of English.
The residual difference consists of two types of deviant

responses. There were, first of all, five responses that seem to

translate the Estonian equivalent of nicht wahr or n'est ce pas.

These inecluded two cccurrences of isn't it so?, two instances of

right?, and ore occurrence of no?. The ages of the subjects who

provided these responses ranged from 19 to 35; the-35 year old
individusl provided bBoth isn't it so? responses.

And there were 27 pronoun references in which he was used for
sne end vice versa. This is a deviation which could be attributed to
en Estonian substratum, since there is no grammatical gender in
Estonian, and there is only one form for the pronoun of the third

person. Sixteen of these 27 instances occurred in the bilinguals’

responses to the sentence "My uncle's spouse won't eat caviar”,

Evidently "My uncle's spouse" did not equal "My uncle's wife" for the
“ipndividusls who referred to "My uncle's spouse" as "he", and the

deviance may be & mabtter of lexical limitation rather than a matter

of being unsure in the selection of the proper masculine or feminine

pronoun.

If the mistakes with regard to "My uncle's spouse" are discounted,
the concrete, quantizable differences between the monolingual and the

bilingual group consist of five translated nicht wahr responses and
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eleven wrongly chosen pronouns, which would contribute about .L%

of the L4186 responses. To these might be added a greater grammatical
variability: within the bilingual group, the number of possible
responses varied between 2 and 13, whereas among the menolinguals,
the number of variant responses ranged between 1 and 8. One should,
however, at least coﬁsidEr the possibility that this greater
variability might be due to the iesser degree of homogeneity within
the bilingual group.

And then there are the six individuals who seem to have selected
the statistically less frequent respﬁnses in a relatively great
number of times. While each individual deviant response used by
these six may be explained and accounted for, their Qary accumilation
leaves a definite non-native impression. I cannot find any more
precise way to define this lack of nativeness, much less express its
degree in a quantizable way.

I would like to return now to the question of the grammaticality .
of the tag questions used by the monolingual and bilingual speakers.
Langendoen's study of the responses used by the monolingual group
revealed extensive Variabilify within that group. My stuﬂy-of the
respenses usad by the bilingual group has shovn similar variability
within the bYilingual group, and a rather small difference between the
two groups. Yet we speak confidently of the native speaker's unerring
sbility to determine what is grammatical in his language. If there is
50 much variation among the native sﬁéakers and so much similarity
between native and non-native speakers, the appeal to the native speaker's

intuitive knowledge of grammaticality seems to lose much of its force.
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Temporal Organization of Spoken Language

Ilse Lehiste

This paper reports the results of a pilot study dealing with
the temporal organization of spoken language. In particular, it
deals with the temporal structure of munqsyllahic and disyllabic
words in English.

It is assumed in this study that the production and perception
of spoken language takes plece in terms of phﬁnmlogical units. These
units may be of various sizes, ranging hierérphically from a single
speach sound through syllahlés and phonological words to phonological
phrases. Evidence for the existance of sqch units comes from various
sources, for example from studies of coarticulation {5hman, 1967T;
MacNeilage and DeClerk, 1969). Another source of evidence is the
study of suprasegmental patterns (Lehiste, 1970). All suprasepgmental
patterns are patterns in time; any contrastive arrangement of fundamental
frequency or intensity is crueisally dependent on the time dimension.:
The arrangement of articulatory eventé aluné the time dimension may
likewise have suprasegmental functinn;'and may serve to establish
higher-level phonclogical units.

One way in which a phonological unit may be specified is with
reference to its temporal organizatiocn. Sevé}al recent studies

(Xozhevnikov and Chistovich, 1965; Slis, 1968) have shown that when a

i il




Y

speaker repeats the same utterance many times, at the same rﬁte of
articulation, the durations of adj)acent phonemes are quite strongly
negatively correlated. Thus, if an error is made in the duration of
one phoneme, the error is largely compensated for in the following
phoneme, which finishes at the originally planned time, despite the
fact that it started late. This negative correlation suggests that
articulatory events are programmed, at some (here unspecified) higher
level, not in terms of single phonemes, but in terms of higher—levei

ticulatory units. One way to determine the extent of these higher-
level units would be to establish the domain over which such temporal
compensation takes place, since it.seems reasonable to assume that the
sequences of sounds which are subject to temporal compensation constitute
a2 single articulatory program.

The gquestion might now be asked whether such articulatory units
(defined as the domain of a single articulatory program) are universal
or language-specific. Different researchers, working with CVC-
sequences in different languages, have found a closer correlation
between either the initial CV sequence (Russian, Kozhevnikov and
Chistovich, 1965), or between the VC sequence (Dutch, Slis, 1968). The
cbservations regarding English which are reported in this paper support
the view that in English, there is a closer connection between a vowel
and a following consonant than between an initial consonant and a
following vowel.

While this question is of intrinsie importance, it would be
still more interesting to know whether two phonemically identical, but

morphologically different linpguistic items have identical time programs.
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An example might be provided by the word pair weiphed and wade, the
first being the past tense of the verb to weigh, the second the
infinitive of the verb wade. The past tense form contains two
morphemes: the verbal stem weigh and the past tense marker -d. The

word wade is monomerphemic. If the two words weighed and wade are

Produced with identical timing patterns, one may assume that the
morphological process of assigning the past tense marker to weigh

has taken place at a level which precedes the programming of motor
commands for the realization of the phonemic sequence, which, according

to traditional desecriptions, is common for both weirhed and wade. On

the other hand, a difference in the temporal-organization of the two

F

sequernces might indicate a difference in the level at which the utter-

ence, a2bout to be generated, is converted into & sequence of motor
commands.

The specific aim of this vpilot study was to test the temporal
compensation hyoothesis for English, and to establish the domain over
which temporal compensation takes place.

I selected a set of ten words: steed, staid, stayed, stead, skid,

skit, stay, steady, skiddy, and skitty. The words were chosen to

provide an opportunity to study several different aspects of the
problem, and alsc for the sake of rEl;tive ease of processing. I
intended to analyze the tapes by means of a pitch meter and an intensity
meter, and display the curves on a Mingngraph. The initial clusters
/st/ anﬁ /sk/ were selected because it is:relatively easy to measure

the duration of an initial /s/ from intensity curves with high-frecuency

pre-emphasis. The plosive following an initial /s/ is unaspirated in
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ish, which makxes it pasaihlé tc establish the duration of the
£ the vowel with conciderable preecisicn. The
set of words contains the pair staid ('stodgy') and stayed (past
tense of the verb stay, which was likewise included), providing a
chance to compare two words with identlical phonological structure, but
different morphological structure. The three disyllabic words steady,
skiddy, and skitty are derived from the monosyllabic words stead, skid
and skit through another morphological process--the suffixation of -jy.
I wes interested in this particular word type, because in the
Midwastern dislect of American English these words would normally be
pronounced with a so-called 'voiced /t/'--a flapped allophone of the
sounds that are realized initialiy as ft/ and /d4/. The flapped /t/
cccurs only interveocalieally; its occurrence signals that another vowel
has to follow, and I interpret this to mean that the articulatory
program must obligatorily encompass the whole CVC sequence.

Each of these ten words was recorded by two subjects, who repeated
the word spproximately 110 times at what was deemed a subjectively
constant rate. The speskers were selected solely on the basis of their
dialect: the Midwestern variety of Ceneral American, iﬁ vhich flapped
allcphones of /t/ and /d4/' are the rule rather than exception. In other
respects the two speakers differed a great deal. Speaker DS has a
lowpitched (male) voice; he speaks slowly and steadily, with a clearly
developed rhythm and fairly equal spacings between the productions of
individual tokens of the test words. Subject JK, a high-pitched
female 55eaker, speaks very fast and irrepularly; she speeds up and

slows down within a list of words, and is apparently unable to control
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words rather than in the duration of the words thermselves.
tie great difference between the speakers with regard to the spacings
between words, it was quite surprising thaﬁ the results of the temporal
compensation study turned out as similar ;q: the two speakers as they
did; however, I intend to Eontral the rﬁte of articulation much more
rigorously in recording further sublects.

The recordings were processed through a pitch meter and intensity
meter (designed by Bdrge Frdkjaer-Jensen, Copenhagen) and displayed on
a Mingograph (Elema-Schénander, Stockholm). The output of a Mingograph
is a set of time-correlated curves and an oscillogram, from which
guite reliable time determinations can be made for each segment. Some
decisions had to be arbitrary--for example, in the word stay I
ecnsidered the pesk of the last non-laryngealized vocal fold flap to
constitute the end of the utterance. With a paper speed of 10 centi-
meters per second, one millimeter corresponds to 10 milliseconds. The
precizion of measurement depended ultimatei} on the width of a pencil
line drawvn to indicate segment boundaries; the final results are given
in milliseconds, but the measurements are jg;rﬂba.hl}r accurate within two
or three milliseconds rather than half a millisecond which the numbers
might imply. Tokens which for some reason were not easily measurable
were not included in the celculations.

After making the measurements, I cﬁlculated the following for

each set of test words: the average duration of each segment; the

variance for each segment; the relative variance; and the standard
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deviction. HRelative variance, a concept recently introduced by George

is simply variance divided by averape duration.
By takine into account differences in the averame duraticn of segments,
relative variance provides 2 good measure of articulatory variability.

The goal of the study was to test whether there was any temporal
compensation within sequences of segments. By assumption, a negative
cerrelation between the durations of two successive segments was taken
to imply that the two are programmed as a unit at scme higher level
at which articulatory sequences are programmed. There is a negative
correlation between the durations of two segments, if the wvariance
of the duration of the segquence of two segments is less than the sum
of the variances of the segments considered separately.

On the other hand, a positive correlation reflects the influence
ol changing tempo: if the rate of articulation incresses, all segments
are shortened, although not necessarily at the same rate, and
conversely, ir the ratelof articulation decreases, all segments are
lengthened; It is vossible to eliminate or reduce tempo effects by
a normalization procedure which I did not employ in this pilot study,
btut intend to use during later stapges of the project of which this
article constitutes the first report.

I caleculated the variances of all individual sesments and of all
successive pairs of sounds. In additién, I treated the initial
cluster as a unit and ealculatéé the variance of the sequence consisting
of the initial cluster and the 'following vowel. T also caleculated
the variance for the whole word, and compared it with the sum of

variances for the individual segments. To compensate for the differences
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between average durations, I calculated the relative variances by
dividing variances by average durstions. Table I summarizes the

results for the seven monosyllabic words for sneaker IIS.

o Toable X
Difference between the relative variances of successive segments
taken indiwidually and considered as a co-articulated sequence,
calculated on the basis of monosyllabic words produced by DS.

|

Word ¢e, oy :'clczv Ve, CyCoVC4
steed -0.73 -0.38 -0.58 -0.66 -0.79
staid +0.07 +0.26 +0.13 -0.k8 -0.05
stayed +0.48 +0.14 +0.26 -1.07 -0.79
stead -0.ko -1.29 -0.36 =L.17 -2.80
skid -0.06 -0.33 -0.32 -0.27 -1.1k4
skit : +0,01 -0.20 -0.20 -1.26 -0.53
stay -0.55 -0.12 -0.08

The entries in the table repre%ent the difference between the
relative variances of successive segments taken individually (for
" example, the first consonant and the second consonant) and considered
as a coarticulated sequence (for example, the initial cluster). A
consideration of some entries in the first ro; will illustrate the
procedure. The first number, =-0.T73, is the difference between the

relative variances of the two consonants /s/ and /t/ taken separately

and /st/ considered as a coarticulated cluster. The sum of variances




for [s/ and /t/ was 1,136.58: the variance of the /st/ cluster was
95h,lﬁ+ The average duration, of course, was the same in both cases,
and emounted to 251 milliseconds. Tﬁe relative variance for the sum
was 1,136.58 divided by 251, which is L.53; the relative variance for

the cluster was 954.10 divided by 251, which is 3.80. The difference

o

etwaen 4.53 and 3.80 is 0.73; the minus sign indicates that the
relative varisnce for the cluster was Sméller than the relative

varianse for the sum of segments, vhich means that temporal ccmpensation
was present and there.Vas a negative correlation between the duratiouns
of /s/ and /t/. In the 106 measurable productions of this word, there
was cobviously a certain amount of tempargl compensation between each
successive pair of segments, as well as within the whole word, as

shown by the negative entries in all columns.

Fow the results obtained for this first word would not solve the
guestion whether there is a closer correlation between an initiai
consonant and a following vowel, or between & vowel and a following
consonant. Temporal compensation was present between all successive
pairs of sounds; unless we had a ﬁﬁy of' evaluating the sipgnificance
of degrees of correlation, iﬁ would be impossible to conclude which
of the sequences constitutes a more'closely coarticulated unit. I
have in fact calculated Pearson correlations for many of the pairs,
some of which will be presented below; but I am not sure they are
very meaningful, and for the following reason. It so happens that
there may be a statistiecally signifiéant negative correlation between
/s/ and /t/ in the word steed; dbut thére is a positive correlation,

likewise significant, between fs/ and /t/ in the word stayed, recorded
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during the same session. 8Steed and stayed have exactly the same

emount of temporal compensation within the whole word (-0.79 in the
Table I for both steed and stayed). t seems to me
that one should compare not only the correlations within each word,
but also the patterns produced within one recording session; in

ther words, not only the entries within a row, but alsc the analogous
entries within each column. What seems siznificant to me is thé

fact that we find both positive and negative correlations in all
columns except the twq last cnes. Within.tﬁis recording session,

there waz alweys a nedative correlation present between the vowel and

*he followins conscnant, ané within the whole monosyllabic word.
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Table II presents the same data for the second speaker.

Table II

Difference between the relative variances of successive segments
taken individually and considered as a co-articulated sequence,
calculated on the basis of monosyllabic words produced by JK.

Word C1Cs P T K VCq ALY
Esteed +0.20 -0.08 | +0.35 -0.19 +0.22
;staid ~1.L9 +0.29 1_ -0.28 -0.36 -0.50
istayed +0.00 +0.31 +0,49 -0.09 +0.36
stead : -0.13 +0.L5 +0.35 -0.58 -0.25
skid AT W a0 e o
skit -C.19 -0.33 -0.13 -1.22 -0.94
stay +0.23 +0.45 +D.hf
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As was mentioned above, the second subject was a highly irregular
speaker, who varied her speaking tempo to a much greater extent than
the first. ©One might thus expect a greater amount of positive corre-
lation, or perhaps a lesser degree of negative correlation, reflecting
the influence of chénging tempo. And indeed, the number of instances
of positive correlation was doubled for this speaker. These were not
simply additional cases; a comparison of the matrices for the two
speakers shows that the pluses and minuses do not necessarily cccur

in the same slots. The one thing that is reg;lar is the negative
correlations in -the neiﬁ but last column, showing temporal compensation
between a vowel and the following consonant. The tendeney for negative
correlation here was evidently strang.enaugh to resist the influence

of c¢chengzes in tenmpo.

atle III presents similsr data for the disyllabic words of speaker DS.

Table III

Difference between the relative variances of successive segments taken
individually and considered as a co-articulated sequence, calculated on
the basis of disyllabic words produced by DS.

steady -0.55 +0.03 -0.31 -0.13 +0.18 =0.53 -0.T0
skiddy 0.0k -0.09 0,22 -0.32 -0.61 -0.38 -0.92
skitty +0.33 -0.03 +0.35 +0.01 -0.3T =0.T3 -0.86

As may be seen from the table, the intervocalic flapped [t/ does not




seem to have any cleoser correlation with either the preceding or the
following vowel; the values in the fourth and fifth column show both
positive and nezative correlation, and no obvious nattern emerges,

The last solumn shows a considerable degree of 'interaction within the
wiole disyllabic word, as had been the case for this speaker also with
monosyllabic words. The next but last column shows that there was
also a temporal compensation (i.e. negative correlation) between the
durations of the two vowels. If this can be substantiated by further
research, it seenms ?hat-in such disyllabie wcrdé* the duration of the
second wvowel is adjusted to the duration$cf the first, and the sequence
of two vowels constitutes a unit of Programming at some higher level.
Unfortunately the second specker's results are very confusing, and
the conclusion is therefore even more tentative than the other con-
clusions drawn on the basis of this explorgtcry study.

Table IV prosents Pearsen correlations between the syllable nucleus

el

Fh

the finel conscnant in the monosyllabic test words produced by the

two speakers,
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Table IV

Pearseon correlations® between the syllable nucleus and the finel
consonant in monosyllabic words produced by speakers DS and JK.

Word Speaker DS : Speaker JK

!

isteed - . =0.35 -0,18

staid =0.37 -0.33 -
stzyed =0.27 =0.25
stead _ -0.76 -0.L7

skid : -0.10 ' 5T

%Skit =0,38 =0.61

|

is may be remembered, both speakers had negative correlations

all test words between this pair of scunds. These data are presented

ji
fd |

For the gsake of possible comparison with the relative variasnces:; I

hesitate to draw any conclusions from the difference in degree of
negative correlation on the basis of this material alone, without
consideration of the relationships between other segments within the
word. Other factors have to be included iﬁ the consideraticn; for
example, speaker DS always had a much‘iarger standard deviation for

the duration of the final consonant than for the duration of the

sylleble nucleus, while speaker JK's standard deviations showed no
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such vattern. Clearly fzr L-auber 35 Jinsl wsition influenced the
variability of tho .uration of a segment in such a way as to make
the two standard deviaticns non-ccmparaﬁle.

The results of the study thus indicate rather strongly that in
Znglish, there is a close interaction between the durations of vowels
and following consonants in monosyllabic ﬁnrds, and between the
durations of all the sounds within & monosyllabic or disyllabic
utterance. This seems to provide some independent phonetic evidence

Tfor the existence of phonclogical words, which I would like to define

&5 the domain over which such temporal compensation takes place. There

=
W
=

further evidence for the existence of such phonological units in

the average durations of segments within a word during one recording
session. A comparison of these average durations shows very interesting
compensatory effects. ¥

Table V¥ shows the average duration of segments and words in the

four monosyllabic words steed, staid, stayed, and stay, produced by

speaker DS,
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Table V

Average durations of sepments (in milliseconds) in four mono-
syllabic words produced by speaker DS. N = number of tokens.

Word | Gy . Cao h v C3 Total
\

steed 106 130 121 - 3; 168 T20

staid 110 119 96 330 167 712

stayed 111 125 96 R - 151 T02

stead 110 133 123 307 149 T12

It is obvious that for this spesker, the word constituted a unit of
timing. Compare, for example, the relative arrangement of the durations

of the segments in steed and staid. There is & difference in the

intrinsic durations of /i/ and /e¥/: dll other factors being kept
constant, /eT/ is longer than /i/. However, the greater length of
/e¥ was clearly compensated for in the shorter duration of the
initial cluster; the difference in the durations of the words is very
much smaller than the difference in the durations of the vocalie
syllable nuclei. On the other'ﬁand, the absence of a final /4/ in
stay was accompanied by 12ngtheninm.of both members of the initisl
cluster.

Coming back to the question of whether there is any difference
between bimorphemic and monomorphemic words of the same phonemic
structure,'f must say that very little, if anything, can be concluded

from a comparison of the words stayed and staid. Speaker DS had a
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difference of relative variances of -0.L8 between the syllable nuecleus

and the Iinal consonant in staid and -1.0T7 in stayed. the Pearson

correlations being -0.37 and =0.27 respectively. The two ways of

expressing negative correlation provide contradictory evidence in
this case. Tor speaker JK, the difference in relative variances was
-0.36 for staid and -0.09 for stayed: the Pearson correlations were
=0.33 and =0.25. This might be interpreted to mean that there was a
higher degree of cohesiveness between the syllable nucleus and the

final consonant in the monomorphemic word. However, these results

should be comperad wiéh the difference in relative variances in the
whole ClCEVCE sequence. For speaker DS, the word stayed considered

as a whole had a much greater degree of temporal compensation than
staid. For speaker JK, the sitiaation was exactly opposite: staved
showed positive correlatiaﬁ, while staid showed negative correlation.
Unless some further evidence is provided by later stages of the study,
it must be concluded that the morphemic structure of a word does not
have any influence on its temporasl organization in English.

Table VI compares stead with steedy, skid with skiddy, and skit

with skitty, again for speaker DS.
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Table VI

Comparison of average durations (in milliseconds) of segments in
three monomorphemic and three bimorphemie words, produced by

speaker DS.

Word Cl CE ?l C3 ?2 Total
stead 133 123 307 1Lg 712
steady =1 o8 133 20 173 518
akia 148 104 217 151 620
skiddy 128 a7 g0 28 166 509
!:kit 156 10L 185 115 560
i :

lskitty 110 87 83 23 151 45k

It is interesting to observe that in each case, the disyllabic word
was sherter £han the-correspcnding monosyllabic one, and that the
shortening repularly involved the initial cluster. As was mentioned
above, the two vowels of disyllabic words of this type are quite
strongly negstively correlated. The observation might be added now

that although skid and skiddy are longer than skit end skitty, the

ratio between the durations of the two vowels in skiddy and skitty

is practically identical: 0.54 for skiddy and 0.55 for skitty. The
corresponding ratios for the other sveaker were 0.89 and 0.8L4
respectively. Both speakers had a considerably different ratio

hetween the two vowels in steady (althoush there was temporal compensa-

tion present between them): steady evidently constituted a different
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disyllabic word type, although it too contained a flapped /t/.
Let us now return to the question regarding the relationshin
between morphological structure and phonclogical structure. Within

morvhology, steady, skiddy, and skitty are derived Trum the respective

base forms by the addition of the derivative suffix -y, which produces
adjectives from rouns. Within phonetically manifested phonology, we
are not simply edding an (i) to the monosyllabilc words stead, skid,
and skit. Por one thing, the bimorphemic words, which also contain

2 greater number of segments than the monomorphemic words, are
consisiently shorter, although one might expect them to be longer by
something like the sverage duration of the fipnal Cil. The bimorphenmic
words are realized as higher-level phonologicel units with some
elearly definable phonetie proverties of their own, such as the ratic
between the vowels and temporal compensation between the two wvowels
rather than between.thﬂ stem vowel and the following conscnant. It is
obvious that -a simple distinetive features description, as might be
given in & distinctive feature matrix canstrgceed for the basic and
the derived forms, would not reveallthe essential differences in the
temporal structure of the two word types.

This study of temporal compensation has thus produced evidence
not only for the existence of temporal compensation between certain
pairs of segments, but also within all the segments that constitute a
word. I have tried earlier--in my studiés of juncture--=to define a
phonclogical unit with reference to its boundaries; this is the first
time I have found something to characterize a word as a whole, not

by reference to its boundaries, but through the internal cohesiveness




cf its component parts.

for future research.

And this appears to be a promising direction
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Mcre on Nez Perce: On Alternative Analyses

- nr

Arnold M, Zwicky

In an important series of articles,l a number of writers have
cgn;idered the vowel systems of Nez Perce and several Sahaptin
dialects, and the historical derivation of these systems from Proto-
Saheptian. The focus of interest has been the character and origin
of vowel harmony in Nez Perce. To recepitulate the facts that have
been cliarified in the discussion: Nez Perce has a five-vowel system

u

o
] a
divided into tweo classes, a @ominant class | 0 a and a recessive class
i u=, with the vowels paired as follows: i-i, o-u, a=2. If a word
contains a dcminant morpheme (one with dominant vowels), all vowels

in the word zre deminant. Some morphemes with the vowel | are dominant,

some recessive.

The first problem in analyzing these fects is whether the
division between dominant and recessive morphemes should be accomplished
by an (abstract) feature associated with morphemes as wholes, or by a
(presumably phonological) feature associated with the individual vaels
within the morphemes. Acki's 1966 article, which opts for morpheme-

sized features, summarizes his objections to a purely phonological

- 116 -
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explanation: "A solution which involves segment-sized phonclogical
features as the conditioning factor requires (1) postulation of a
non-occurrent phonological entity or entities in order to distinguish

Al Cdeminant il from i, (2) assignment of a phonological feature in

the non-occurrent element as the triggering mechanism, and (3) inclusion
of irrelevant elements, such as intervening consonants, in the rules.
Furthermore, if Ai (or i) is to be represented by a non-occurrent
cheneze X which is different from-/i/, we need an additional rule

to rewrite X as !ik" (p. T6Lf.). Jacobsen (p. 820) points out that

the abstract analysis has the advantage of not requiring the investigator
to meke an arbitrary decision as to whether a dominant morpheme like
c[ﬁII destroy has tﬁe underlying s;ape ci&xi, cxiii, or cx§x1. In
their contribution to this discussion, Chomsky and Halle stress the

fact that "the sets of vowels in the two classes of words... are not
natural classes in any reasonable phonetie framewurk,"e-thus refining
and expanding Aocki's second objection.

Hone of these objections is unassailable; note that non-occurrent
phonological entities are fairly common in insightful analyses,E that,
as Rigsby and Silverstein (p. 48) observe, the problem of irrelevant
elements must be sclved in both the abstract and the purely phonological
analyses, and that difficulties in determining the complete details
of underlying representations are general in phonological analyses.h

The prime defect of the Aoki 1966 treatment is its totally

unilluminating nature. The rule
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which operates on the underlying vowel system a i u to shift a to & in
recessive words, u to © in dominant ones, has no phonetic plausibility

at all. Moreover, il totally abstract features like Dominant can be

grnloyed in this fashion, we would predict that thousands of additicnal
harmony systems with underlying 2 i u would be as likely as the Nez
Perce system:; these ¢an be obtained by substituting different feature
names (high, low, back, rﬂund‘, nasal, tense, etec.) and different
feature values (+, -, a, -a) for the cnes that appear in Acki's rule,
and it cannot be argued that any of these systems is inherently more
implausible than the system postulated for Nez Perce.

Another critiecism of the abstract analysi§ has been put forth
by Jacobsen, who points out that this treatment is incoherent with
respect to the historical developments: "There is a temptation to fall
into the anachronism of continuing to use the "plus Dominant' feature
(or the dominant prosody A) as an envirénment for the sound changes
leading to vowel harmony. But these features (or prosodies) are
morphophonenmic entities that show themselves only in the vowel harmony
alternations; if vowel harmony is not present, they cannot exist either"
(p. 821},

Wnat is required is an underlying six-vowel system, ';rith & harmony

rule couched entirely in terms of phonological features. Consider first
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the set of logical possibilities. .Dn ﬁhe assumption that t:= six
underliving vdwels are chosen from the 12 wvowels which can @
distinfuished by the features high ;__1,‘?;-'{, back, and round (tzee
heirhts, times two backness SPECificéticns, times two speciications
for rounding) there are 305,280 possible underiying systems. Each
such set of 8ix vowels can be divided into two subsets witk three
vowels apiece in 120 d4irfferent ways.: Next, for each such &rision
there are six distinet ways in which the vowels of one set :an be
paired with the vowels of the other, times two possible assiznments
of dominence to these gets. Finally, for each such assignrant, there
ere six ways in whirh the underlying vowels can be made to zorresdond

gs, There are consecisiily belwesn

et T e ey T ] o
vl Tt CVe AQLARG wowels of nezr Jer

two and three billion logically possible analyses of vowel Zarmony in
ez Perce. Many of these are sufficiently preposterous to be excluded
.on & priori grounds; I do not beliewe that ﬁnyone would favor the
suggestion that the underlying vowels of Nez Perce are U e 3 + a 2,
arranged into dominant-recessive pairs as lU-a, e-+, 9-3 and realized
phopetically as § {( ¢« aand 8 ), #al<¢+ Y, ul 23 ),o0l=i),

and a ( < o ). On the other hand, many of the logically ﬁnssihle
analyses are fairly plausiblg. At least four sorts of considerations
bear uﬂﬁ?ﬂthe Plausibility Gf an analysis: (a) the character of the
underlying vowel system; (b) the naturalness of the classes of dominant
and recessive veowels:; (e} the extent to which the shift of the recessive
vowels to their dominant countermarts can be rationalized, especially
45 some typé of assimilation; and {d) the plausibility of the rule or

rules reaquired to realize the underlving system as the Nez Perce five-



vowel system {including the mermger of one nair of underlying vowels
into the single vowel i). The preposterous example above fails on
every count: the underlying system is odd, neither the class of

deminant vowels (enclosed in figure 1)

nor the harcony rule (indicated by the arrows in figure 1) is netural,

5 of realizetion (indicazted by the arrows in Tigure 2)

i u + u
= o
= Y, a 3

Figure 2. A Preposterous Realization Process.

is chaotie.

One has no assurance in general that the four sorts of plausibility
consideraticons will tend in the same direction. Indeed, in many
cases there is & conflict between an emphasis on natural underlying
systems (for example, the 'canonical' six-vowel system | e= a o u),
in the manner of Chomsky and Halle,5 and attempts to restrict the
arbitrariness of analyses, in the manner of Postal, who proposes that

underlying representations be identical to phonetic renresentations,




except insofar as universal nrinciples of phenolory are operative and
except insofar as required by the existence of otherwise justifiable
lanpuage-particular rules.6 Thus, in a recent analysis of Mandarin
Chinese,T it is proposed, on the basis of the phonetic qualities ef
the vowels (slightly modified to rationalize the function of the
vowels with respect to phonological rules), that the language has the

underlying vowel system

e
=

1 u

a

Thiz enzlysis conforms closely to Pcstal's naturalness condition, but

nosits a six-vowel system wildly different from the canoniecal one. On

L]
ok

other hand, in the principal dislect of the Hew Guinean language

(]

Rotokas, as reported recently by Firchow and Firchnw,8 there are six
consonants, with phonetic norms

p t k

b 2 g
Although in the closely related Aita dialect the phonetic norms of
the voiced consonants are the nasals m n n, the Firchows report that
the nasal allophones are rarely heard in Rotokas Proper; on the
basis of Postal's naturalness cénditiun, it would be very difficult
to arpue that the Rotokas Proper voiced consonants were underlying
nasals, despite the intuitively satisfying nature of this proposal.

In the case of Nez Perce, the two underlying six-vowel systems

that have been proposed in the literature both employ what is in

essence the naturalness principle. Rigsby and Silverstein, and also



Jacobsen, assume that Nez Perce has five underlying vowels identical

Lo its five output vowels (i 2 a o u), plus a sixth vowel that mersmes

with [. Rigsby and Silverstein propose as well to achieve the

canonical six-vowel systemg (illustrated in fipure z i

a L
.‘-..____..--"‘f
Figure 3. Nez Perce Harmony 4 la Rigsby-Silverstein

waile Jacobsen seeks = phonetically na.tura.llG dominant-recessive

distinection and maneges, in addition, to raticnalize the harmony

S 11
rule a5 an assimilation™ (see figure L).

Figure L. Nez Perce Harmony & la Jacobsen

L

The Rigsby-Silverstein analysis can be revised to rationalize the

harmony rule in a similar fashion, if e, rather than i, is taken to

be the dominant vowel (figure 5).




.

Pigure 5. Rigsby-Silverstein Revised.

The reslization rules needed are simple in both cases: for Rigsby-

Silverstein, @ + |; for Jacobsen, @ + . Another possibility would

be to take + (or U) as the sixth (dominant) vowel (figure 6).

Figure 6.. A Veriant of Rigsby-Silverstein.

in which case the harmony is a kind of o-umlaut.
S5till other analyses involve mild vioclations of the naturalness
prineiple, with a concomitant gain in the rationality of the harmony

process. For example, in the system illustrated in figure T,

i + u +high

( 2 a o —high

Figure 7. Harmony as Assimilation to Lowness.




twoe underlying vowels are displaced from their outnut values, with
underlying + realized as ®, and underlying & realized as i: but the
farmony rule is then a straightforward assimilation to the Teature
(-highl. One might even exercise ingenuity while holding fast to the
canonical six-vowel system, say by adopting the definitely non-patent

analysis summarized in figure 8,

Fizure 8. Another Double-Displacement Analysis.

together with the reaslization rules e + 2 and= » . Although these
analyses appear to be vastly different, when expressed in standard
notations of generative phonology they differ by relatively few
features (five at the most—-fewer markings than occur in almost any
sinzle ruls in The Scund Pattern of Fnplish). I the four types of
plausibility considerations are weighed intuitively, probably the
analyses of figures 4 through T arezto be preferred to the others.
But additional evidence of some sortais necessary if any further

1

decision is to be reached.

Rigsby and Silverstein have, in fact, adduced some relevant
2 3
evidence, namely the palatalization of K and k in Sshaptin. They .
find that the oceccurrence of palatals in Sahaptin can be exnlained

if it is assumed that these dialects have esaeﬁtially the same

" system of vowels and vowel harmony as Nez Perce. The Sahaptin vowels




which condition palatalization correspond to the (repressive) Nez
Perce vowels ¢ and 2 in the analysis of fipure 3. The distinction

[}

tetween dominant | and recessive e, postulated entirely on a priori
grounds above, is this confirmed by the differential behavinr_ofqm
these vowels in Sahaptin. .

Far from supporting the analysis of figure 3, however, the
Sahaptin palatalizations suggest that Jacobsen's treatment (figure b)
iz essentially correct. The difficﬁity is that the Rigsby-Silverstein
analysis has k palatalizing to & in position before e and =, but pot
before i--despite the fmet that | is the characteristic palatalizing
influence. One expects that if any vowel conditions palatalization,
that vowel is §; that if e conditions palatalization, so does i3 and
thet if 2 conditions palatalization, so do & and 7. Inasmuch as
palatalization is a kind of assimilation of consonants to an | articu-
lation, these universal claims have enough intuitive pleusibility feor

12 1t is sufficient to note that both the

me not to defend them here.
original Rigsby-Silverstein analysis and the fevisicn of firpure 5 {with
palatalization after | and ®, but not &) are counterintuitive. This
difficulty is avoided in Jaccbsen's analysis, where the (recessive)
frent vowels i and ® correspond to the palatalizing vowels of Sahapting
the }elated dominant vowels {2 ;nd.a,,resgecti?ely] ere back vowels,
nence would not be expected to condition palatalization. Jacobsen's
underlying vowel system is (perhaps) less natural than the Rigsby-
Silverstein system, and Jacobsen's @ - i rule is slightly more complex,
in terms of feature markings, than Higshy and Silverstein's e -+ |

rule; but Jacobsen's treatment permits the rationalization of both

processes inwvolved, harmony and palatalization, hence is clearly nreferable.
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foki, Haruo. 1962. MNez Perce and Northern Sahaptin: A,
Binary Comparison, IJAL 28.172-82; Rigsby, Bruce J. 1965.
Continuity and Change in Sahaptian Vowel Systems, IJAL 31.306-11;
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Language 42.759-67; Jacobsen, William 1. .1968. On the Prehistory
of Nez Perce Vowel Harmony, Language L4L.819-29; Rigsby, Bruce J.
and HMichael Silverstein. 1969. Nez Perce Vowels and Proto-
Sahaptian Vowel Harmony, Language L45.45-59. .

Chomsky, Hoam and Morris iialle. 1968. The Sound Pattern of
n. IHew York, Harper & Row, p. 377.

There is 2 particularly nice discussion of the necessity for
such entities in Cherles W. Kisseberth. 1669. OCn the Abstractness
of Phonology: the Evidence from Yawelmani, Papers in Linguistics 1.
2L8-82.

Yrtany examoles can be found in Chomsky and Halle's The Sound
Pattern of Zngiish, end the general issue has been clearly and briefl
treated By Sanford Schane. 1968. 0On the Non-Unigueness of Phonological
Representationz, Language Lk, T09-16. '

SThe Scund Pattern of English, pp. L08-11.

ostal, Paul M. 1968. Asnects of Phonological Theory, New York,
Harper & Row, chapter L.

TCheng, Chin-chuan - 1968, Mandarin phonology, unpublished
Ph. D. dissertation, University of Illinois, chapter 2.

aFirchaw, Irwin and Jacqueline Firchow. 1969. An Abbreviated
Phoneme Inventory, AL 11.271-6 (1969). :

They say, 'We are appealing here to a condition of naturalness
of an underlying six-vowel system... in acpordance with conventions
of markedness as propcsed in Trubetzkoy's Grundziige, or other Prague-
inspired works" (p. L19); among the Prague-inspired works referred to
is The Sound Pattern of English.

10That is, o was chosen as the sixth vowel, instead of + (or =),
"merelv in crder to give more phonetic homogeneity to the elass of
dominant voweis" {p. 822). _

1lIn which, as R. P. V. Kiparsky observes in an unpublished
paper, the vowels move toward the low back position--an a- (or 2- or
o=) '?%aut anslorous to the i-umlaut of Cermanic.

~=They do, however, require defense, by means of & survey of
palatalization nroccesses throughout the lanruares of the world. Such
& survey would have to take up many important problems avoided here—-
for example, the relationship between palatalization as a shift in
position of articulation (the sense of the discussion in the text) and
palatalization as the assumption of a secondary articulation, and the
relationship between palatalization of velars (as in Sahantin) and
palatalization of dentals.
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Greek Variables and the Sanskrit.ruki Class

Arnold M. Zwicky

1. According to a well-known rule of Sanskrit internal sandhi,

5 is replaced by its retroflex counterpart, $, when immediately vreceded

by £, u, k, or | (or one of their alternants, such as 0 or e or the
syllabic liquid r),1 Thus, compare the following two sets of nominal

forms containing the loeative plural ending -su:

1) gsu (j3- '"progeny')

marutsu (marut- 'wind')

apsu (ap- 'water')

(2) svasrsu (svasr- 'sister!)

Satrusu (4atru- 'enemy')

vaksu (v3c- 'voice')

agnisu (aani- 'fire')

and compare the following two sets of verbal roots:
(3) wvas~ 'clothe!
bhas- 'shine!
tsar- 'creep up on'
sa- 'devour'
bharts- 'revile!

(4) dhrs- 'dare!

bhUs- 'adorn'

aks- 'attain'

—_—
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dvis- '"hate'

ksuch- 'erush'

Within the framework of generative phonology prior to Chomsky and

Halle (1968) the class of segments conditioning the retroflexion is

the class of Egggggggintal segments-—-that is, those which are
Egﬁ;;iﬁ:nt“l (the liquids r and |, of which only r occurs

before s, plus all the palatal and velar consonants, all of which are
realized as k before 5) together with those which are [:;ggggizintal
(the glides y and w, wﬁich appear before g:ﬁs alternants of | and u,
respectively, plus all vowels excepﬁ:g_and 3).

Thnis formulation, given slightly differently in Zwicky (196L),
‘but as shove in Zwicky (1965), was one of the earliest instances of
the extension of the use of variables over feature values from their
original domain of justification, rules of assimilation and dissimila-
tion, te the specification of elasses of segments mentioned in rules.
In fact, such use of variables has bean.quite limited, the only common

aconsonantalZ]

instances in the literature being the classes [;vacalic

(1iquids and glides as cpposed to true consonants and vowels) and

Ezzﬁia-] (rounded back vowels and unrounded front vowels), and
Ly = aconsonantal aback
their complements [:avncalic and [;urcund | . An extensive,
]

elthough not exhaustive, survey of puh;isheﬂ generative phonological
descriptions (containing many hundreds of rules) revealed only six
additicnal ceses of variables employed to specify classes: two instances
in which wvariables class some consonants together with cone ligquid,

tkree in which wvariables distinguish a subelass of vowels, and one
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ip which they delirit a ”.Odﬁ of consonants.

The first example is a Turkish gravity harmony rule, discussed
by Lees (1957), which creates tne "palatal-velar" alternations k-q,

g-y, and |-1. As Lees formulates this rule, it assimilates the

+consonantal

+compact segment to the gravity of a preceding
avocalie

acontinuant

gravity ¢f a

e it

segment of the same type. The intent of tHE specification is to
group together the back stops k g with the 1iquid {1 while exeluding

the liquid r from the alternation (note that Lees treats | as continuant

The second example is a Cerman ablaut rule, formulated by Ross

(1967: 59f., 70, 90f.), which says that an irregular verb stem with

vowel a or 3 has the vowel T in the past tense if the segment following

+eonsonant aiFT
—grave
the vowel is | -compact ; if any other segment follows the
| acontinuant
astr:tent _J

vowel, the past tense vowel is Uu. The notation is designed to contrast

-

the dental obstruents t, d, n, s, and z, together with |, to the
remaining obstruents plus r (note that Ross treats | as a noncontinuant).

The class in guestion could equally w=ll be specified as
+conscnantal
—grave
~-compact ? » using a disJunction instead of variables. More-

Emm:maﬂ :
+strident .

4
over, the ablaut rule is a minor one affecting only 18 verbs, itwo of

- 5 . A1 - - -
wrich (lzdern =rd schlafarn) constitute excentions in Ross' treatment.




S e

The first vowel case is a Nez Perce vowel harmony rule according
k. shich all the vowels in a word are chosen from the ("dominant")

a2 o if any morpheme in the word has vowels from this set;
iherwise, the vowels are chosen from the ("recessive") set | 2 u.

s the formulation of Aoki (1966: T65) the rule affects the recessive vowels
adiffuse 2 e

u, wvhich are specified as ]:c:p;rave ] -=high back u and nonhigh

A ont @. The second vowel example appears in Harms' reformulation of

B.0ir's Southern Paiute rules. The rule in question is one in which

£ occurring between o is realized as s. The environment

.
!

+vaocalic
agrave s¢o that its members can
[_acompact :

T —-consonantal
1

e :
| +tgrave |

. = vowels + and u and the
L_-ccmpacti = —

e distinguished from the
-grave s T
P ilaidsi oy vowel 2 . The final vowel example concerns the class
= aund ] e
“*f‘uﬂd |  wvowels in Finnish, which figure in a vowel harmony
| —alow ;
e formulated by Rardin (1969: 230). The vowels under discussion

ire "hermonic" a o u 5 8 U, as opposed to "neutral" | and e, and can

i A +round
be specified as easily with the disjunction .[{+1c:rn} :|f as with

fariables.

The remaining case is a rule deleting certain instances of inter-
ca.lic @ and d (but not b) in Spanish (Earris 1969:1L0, 1i5).

cording to Harris, the rule affects segments marked

l_+obstrue:;1: !

i -tense

Lacoranel . But inasmuch as the rule is merely intended to
—_—

aanterior
f_ _’;I'*'cari:na.l ?\. :[
}

e would serve as well as
| —anterior

clude b, the disjunction

I
I
[
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the version with variables. As in the German and Finnish cases already

: menticned, if only three of the four possible.comhinations of wvalues
for two independent features happen to occur, then the use of variables
is dispensable in favor of a disjunction. Thus, the class of under-

lying vowels that can occur before final n in English--specified as
| T % 5
el A,
| {43_;_55233_‘ by Chomsky and Halle (1965: 12k)--could have been

—_

. o ol o i
formulated, with variables, as {:udlf use.tl , thanks to the absence
—agompact

= = R i +diffuse
of vowels havi h
(=3 aving the specifications l_+compac;]
Quite aside from the question of whether or not any one of the
descriptions cited is correct, it is remarkable that they, and the more

typical occurrences of variasbles in specifications, utilize only a few

sorts ol feature combinations. BEriefly, it appears that variables

jan

used to specify classes rust relate features of the same type--either
two cavity festures {back and round, grave and compact, round and
low, diffuse and grave, coronal and anterior, or diffuse and compact)
or two manner features (voealiec and consonantal, vocalic and continuant,
or continuant and strident). The Sanskrit ruki class, however, is
specified by wvarizbles relating a cavity feature, compact, and a
manner feature, consonantal. In gen;ral, such uses of wvariables
¥ield classes that are highly unnatural, for example, the

[: gggﬂ;gnaﬂtal segments, i.e. the class consisting of labialized
consonants and unrounded wvowels.

2. Is, then, the Sanskrit ruki class a natural one? In fact, is

the Sanskrit s-retroflexion a single process, or is it two (or more)

processes unified only by virtue of their effects?

The general problem of determiniang the unity of phonological

[ s |
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processes has been approached by a few recent investigators. As
Kiparsky (1968) has noted, the fact that two rules can be ordered
adJacent to each other and shere some formal features cannot be

taken as evidence that they should be combined by existing abbreviatory

conventions and treated as subrules of a single rule: this cannct be

so because virtually any two phonological rules, however unrelated
their nature or effect, have sufficient formal similarity to be
E b consolidated by the notational conventions of Chomsky and Halle (1968).
Kiparsky suggests that some evidence és tﬁ the unity of rules can be
obtained from diachronie changes in them.
Chomsky and Halle approach the problem of rule unity tangentially
1 ' in a discussion of subrules and ex&e;tions (1968: 175f.). They
consider the possibility of requiring that any item which is an exception
£o one subrule of a rule be an exception to every relevant subrule of
that rule, but conclude, with reservations, that the excepticnality of
g lexical item must be marked with respect to each subrule. The facts
are by no means clear, but it does seem that normally one can expect a
lexical item to be exceptional with respect to all applicable subrules

g 5 of & rule, or to none, so that the exceptionality of an item to several

- processes can be taken {ceteris paribus) as supporting evidence for the

¥
i

unity of these processes in a single rule.

Analogously, one expects {again ceteris paribus) that excepticns

t0o a rule will be distributed essentially evenly among (mutually
exclusive) subrules of that rule, so that if one putative subrule is

nearly or entirely eﬁceptionless while other subrules have the usual

assortment of exceptions (or vicé versa), the unity of the former with




is suspecs. IDxactly this situation obtains in the case of
the Sanskrit s-retroflexion rule, which h;s no exceptions when the
conditioning segment is k, Eut has numercus exceptions when the
conditioning segment is s My 0F 1,

Some of the exceptions fall under various subregularities in
the retroflexion rule--for instance, retroflexion does not occur when
the s is followed by an r (thus, uUs-ra- 'daybreak', from vas- 'burn',
instead of the expected *USra-). Other exceptions are entirely
idiosyncratic;3 for exeample:

(5) brsT- 'seat of an ascetic'

busa- 'vapor'
kusuma- 'flower'
bisa~ "lotus root!

The fact that there are no exceptions, ‘partially regular or
ldiosyncratic, to the retroflexion after k, although there are marny
after r, U, and i, lends scme support to theihypo£hesis that the two
Processes are different rules, not subrules of the same rule (even.
though no facts are known which would prevent them from being ordered
adjacent to each other].h

A final remark: in the revised féature system of Chomsky and Halle
(1968), the ruki class can be specified, without the use of variables,
as [:Eggerior] - If, however, the ruki class is not a natural one,
then the ebility to specify it so simply (with two features, the same

number required to specify the class of all vowels) must count as &

defect, not an advantage, of this system of nota.ticn.5
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Footnotes

-

“See the standard discussions in Whitney (1960: 61-6L) and Renou
(1961: 12-16).

2Two additional cases were uncovered by this survey--one (Wang
196R:703f.) which is eliminated by the writer's own reanalysis, and
another (Smith 1969: LL1l) which appears to be an error.

3Macdonell (1916: L5) observes that "words in which s otherwise
folloys r or any vowel but a X must be of foreign origin."

‘T am aware of the fact that rules very similar to the Sanskrit
s-retroflexion rule applied historically in Slavic and Iranian. But
a5 T am not Familiar with the details of these processes I shall do
no more than mention them in connection with the Sanskrit phenomena.
_ °T am indebted to David M. Perlmutter and David L. Stampe for

their comments about the content and organization of this note.
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F. Hulder, Sets and Relations in Phonclesy: An

Ao, n to the Descrivticn of Speech, Oxford, Clarendon

ord University Press, 1968, xv + 259 pp.

This book, a re;isad version of the author's Oxford doctoral
thesis of 1966, sets forth a theor& of thonology along the lines of
Martinet's functionalism, with application to the description of
Pekinﬁese.l Mulder proposes as.well to fulfill the promise of the
wark's subtitle. viag an axiamatizaticn of the principles of opposition
and double articulation, and {in accordance with the main title) to
ground certain central concepts of phonolozy in the mathematical
theory of sets. till another concern appears in a sketchy introduectory
esszy on the philoscophy of science as Mulder sees it. These diverse
interests--philosophy of science, exposition of theory, axiomatization
of theory, set-theoretic formalization, and description of Pekingese--
are poorly integrated. The axiomatization and formalization, in
particular, are only marginally relevant to the other sectinns;2
moreover, the appearance of rigor in these two sections is largely
illusory, and the notation of set thenfy is more decorative than
funetional.

n brief, this work says wvery little:thdat is new, and it does

not illuminate the material treated. Despite a concern for empirical

- 138 -




walidation expressed in the introduction, Mulder makes no sericus
apttempt to evaluate the consequences of his assumpticons or the

' adequacy of his deseriptions. It turns out that "the English plural
morpheme has only two repular phonological forms, i.e. /S/ (the
archiphoneme fs/ 1 /z/, i.e. the set of features common to both /s/
nnd f2/2 and fz/ on the one hand and fiZf on the other. The
prediciion of fz/ and fiz/ belongs to the domain of morphophonolopy;
the prediction of /S/ belongs to phonology proper” (196), but Mulder
never asks whether this result is of more than terminclogicsal
interest. And again (203-4): the English verb link is transcribed
J1iNK/, where /N/ =/w/ 0 /n/ 0 /of sed /K/ = /k/ 0 /&/, vwhile

linked and links are transeribed as /lint/ and /lins/, respectively,

with no discussion of the merits of this description. Occasicnally
there are hints of a more interesting épp?ﬂach, as when Mulder
observes thaﬁ "in some languages, for example in Japanese, one does
not want to call whole syllables 'phonemes,' and in some other
languages, for example Pekingese, one does not want to have merely
two phonemes for most of the syllables" (26)--the important issue

being, of course, why one might want one or the other.

Although in general the book is technically correct, if unexeciting,

Mulder warrants special censure for the obscurity of his axiomati-
zations, which have all the faults of Blocomfield's celebrated
postulates (vast numbers of undefined terms, weak statements of
axioms, failure of theorems to follow from the axioms, tautologies
masquerading as theorems). ?roﬁ informal stﬁtements of the two basie

axioms--"language is a system of opvositions" and "languame has a

e e ——
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double articulation" (T)--which are terse but capable of exnlication,
he moves throurh three difficult nreliminaf? definitions ('functional'
for "separately relevant to the purport of the whole of which it is

a part," "systen' for "set of funetional entities," and 'semiotic
system'! for "any system of conventions for communication") to the
cwingm opoque, and verbans tautclogous, reformulations of the
axioms: "All elements in semiotic sets are functional" and "Semiotic
systems may (or.may-not?] contain complex elements which can be
articulated into elements which have both form and meanine or
elements which have oniy form" (10). One looks forward to a pre-
sentation of Hulder's analysis of Pekingese (or English or Dutch,

for that matter) in which issues of adeguacy are recognized and from

which these regrettable axioms and all ornamental mathematics have

[

been excised.
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Footnotes

lthe work of reviewing was supported in part by the 1969

Advanced Research Seminer in Mathematical Linguistics, sponsored -
by the Hational Science Foundation throush a grant to the Center
Tor fAdvanced Study in the Behavioral Seciences, Stanford, Calif.,
and held at the University of Illinois.
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“Indeed, an early version of the set-theoretic chapter was
published separately as Some operations with sets in language,
Foundations of Language 1.14-29 (1965).
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A Double Regularity in the Acguisition of English Verb Morphology

Arnold M, Zwicky

Some of the most valuable information to be gained from children's
acguisition of language concerns the nature of their expectations of
language, the regularities in the form taken by their 'anzlogicsal
extensions' of the speech they hear. The present note treats an
agoect of the development of verb forms in the speech of one chilad,

i Samsiser, Zliczabeth, betweesn the apes of four and five. As Leopold

remaris of his older daughter, 'the more important morphological
‘forms were learned, with many mistakes alnﬁg the way. OSuch mistakes
are more interesting than the correct forms, because they show the
grasping of a pattern more clearly! ti.enpnld 1953-L:13). This note
concerns Elizabeth's stages in grasping the rather complex patterns of
regularities and subregularities in part of the English verbal system,

the relations among the present (I often take & cookie), the past (I

often took a cookie), and the participle (I've often taken a cookie,

A cookie was taken), within the class of verbs having participles in

-n. My intent ié to demonstrate the conjunctive, rather than disjunctive,
character of. two principles of participle formation:

(1) The participle is identical to the past.

(2) The participle is formed by the suffixation of 1&.1

Certain aspects of the acquisition of verb morphology are

sufficiently well known not to require extensive comment here. There

o BT
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is an early stage in which the present, the past, and the narticiple
rermélly are all realized by a single form, with a few exceptional
forms learned in context. There follows the anprehension of nrineciple
(1) together with (in several stages) the content of principle (3):

(3) The past is formed by the suffixation of C t ~ d ~ ad 1,

istributed according to the (phonological) nature

i of the verh.e
- The child thus may go from saying I gave to saying I prived, to his

annoysnce., MNext, while continuing to follow prineiple (1) he

(4) Some verbs are special, in that ithey have past forms

which are not phonologically predictable, but must

be individually learned.

g Tty A

At this stage the child will retrieve I gave, and produce I have zave
as well. This was characteristic of Elizabeth's speech on her fourth

birthday, at which time she had acquired some of the most conspicuocus

irregular pasts (e.z. gave, went, came, knew, took, saw, ate, got) and

L

acted in accord with prineciple (1) 'in all except a few cases, the
participles gone, seen, and gizg&,.in which (1) is restricted:

(5) Some verbs are speecial, in %ﬁat they have participles
which are not identical to thg corresponding past
forms, but must be individually learned.

The suéceeding developments I cannot speak about with any assurance
in general. but only in Elizabeth's case.> Shortly after her fourth
tirthday her speech suggested that her understanding of irregular verb

forms involved -more than the item-by-item learning of (4) and (5).
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Instead, she hepan to class verbs together with respect to the applica-
wility of.principles like {2)--a subregularity not expressed in (5)--and
*:ixe (f)--a subregularity not expressed in (4).

{6) Presents in [ I 1] correspond to pasts in L 2 1.
The evidence for this more sophisticated treatment of a class of

excentions comes from the rapid acquisition of sets of items conforming

to the class principle, from the extension of the prineiple to verbs
other than those to which it proverly applies, and from the resistance
of such 'false analogies' to adult correction (subtle or straightforward).

Trom such evidence, it is fairly c¢lear that Elizabeth had perceived the

subremlarity of (6), as in sat, sang, rang, end drank, and possibly

as in blew, knew, grew, Tlew, drew, and threw, but not the principle

operative in the formation of such pasts as built and bent. However,
the clearest and most striking example of the progression from pure
exceptions to subregularities is her treatment of the -n participles.

As already remarked, Elizabeth's first -n participles were gone,

seen, and given. By age L:2 she produced -n participles for most of the

28 irregular verbs for which she can reasonably be supposed to have had
models.h Principle (2) was extended least easily to some of the verbs
ending in t (notably beat, get and forget) and to the seven werbs to
which teth (2) and (T) apply in adult speech; but even here, by age L:l
Elizabeth acted in accord with prinéiple {2} with only one exception,
i;variahla beat. New verbs were added to the -n class quite rapidlyi i
including some verbs not in the ;g Eiags in adult speech (baken,

L




dranken, and singen).
Principle (2) does not specify the form of the stem to which the
-n is to be added. In adult speech this is sometimes identical to the

presert (v.3. blown, fallen, seen, eaten), sometimes identical to the

€3

past (e.:. “itten, sovoken, torn), sometimes different from both (e.gz.

flowvn, wiitten, driven). Insofar as it was possible to observe

Elizabeth's develorment reliably, she seemed to imitate the adult
- 3

models at first, but by the time (L:4) that she had determined the

memberczhip of ihe -n class she was bepminning to produce '"doubly

regular? forms, participles in which the suffix -n was attached to the

Y e — L == o - T A& - - -y -~ = - -
D23t Cesbhite ilhe aduli models: aten, en., roden, sawn, shooxen,
- T - - ma I'. * -~ = -
5 DD PEETa At mrze 4:6 she inverisbly produced these instead
By - e = - Ty T - ™ e . e TP ey A=A -
O saauen, giyen, widden, Sesn, shaxen, takeén, angd weitten. And six

subsequent months of freguent corrections by her parents had no
noticeable effect. At age 5 she is beginning to replace the doubly
regular forms, only occcasionally in unstudied speech but with some
frequency when she is asked to compiete sentences like 'After someone
writes you, ycu can say that he has ' and 'If someone eats an
epple, then that apple wes L

The extent of the double regularity is considerable. Of the 28
verbs in question, ten do in fact have participles identical to the
past with an -n suffix. Next, the learning of prineciple (7) seems to
have interfered with the learning of principle (2) in all the relevant
cases, so¢ that no forms with participles having the vocalic nucleus
L uw ] exhibited the double regularity. The participle gone was

probably not treated as an instance of principle {2), but rather learned
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as & unit, and beat was never properly assigned to the -n class. Of

the remaining verbs, eight exhibit the double regularity, only twe do
not (fzllen and the not very frequent risen). That is to say, there

are eight instances, six explicable counterinstances (the [ uw J class),
two exclusions (gone and beat), ten neutral cases (those in which the
sast and participle stems are identical in adult speech), and only two

anomalies (no fellen or rosen).

There are at least two observations tﬁ be made about these
developments in Elizabeth's speech. First, she treated suffixation
of -n {principle (2)) as a ‘grammatical ﬁraeess’ of the same type as
“ormation of the irregular pasts. She can be said to have learned (on
mood, but misleading, evidence) that in English there are two logically
coordinate operations: (a) form irregular past; (b) in certain cases
¢ thesuffix -n to form the participle.

Second, Elizateth cennot be said to have generslized in an
straightforward way on the basis of the -n perticiples she had heard.
?resumablg, she heard about as many participles identiczl to th
present with suffixed -n as she did participles identical to the past

with suffixed -n; indeed, the two early -n marticiples seen and given

(presumably the bases for the fermulation of principle (2)) are
constructed on tﬁé'present,'nﬂt the past. It seems an inescapable

conclusion that the erucial factor was the prior existence of

principle (1) relating the past and the partieciple.
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Footnotes

lwith regular alternants [nl after a consonant or 1, [nl other-
wise,

ZRerko 1558 observed that children typically acquire the [ad]
alternant later than the two others, so that there is a period during
which the past of jump is jumped, but the past of verbs like pat and
wade remains identical to the present.

3Ervin and Miller's observations on seven children turned up
relatively little ‘extension of irregular patterns' (Frvin 1966:178).

I have excluded eight participles {(borne, proven, shorn, sworn,
woken, woven, forbidden, and forsaken) for which the models were
infreguent (in the case of woken and woven because waked and weaved
were the adult standards) or were probably treated as isolated forms
(forbidéen). Also excluded were verbal forms in -n that are used
only atiributively (shrunken) and certain archaic or literary varti-
ciples in -n that I felt sure were unfamiliar to Elizabeth (e.g.
shriven, slain, smitten, striven, trodden).
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nglish Verhbal Morsholosy

Mary Louise Edwards

Adams, Sidney. 1928. Analysis of Verb Forms in the Speech of Younsm
Children, and their Relation to the Language Learning Process, Journal
of Exverimental Fducation T.1hl-1Lk.

From records of 12 four-year-olds, the first S0 verbs in
ach child's record were tabulated and compared with a short
sample of adult spoken languespe., A table shows all the tenses

nd their frequency of occcurrence in the swveech of the children
and adults. The future tense, present progressive, simple
present, present indicating customary action, and preterite

or simple past are found fairly freguently. Some tenses, for
examnle, past perfect, are never found in . the children's
speech.

Adems discusses the irportance of the child's language
usage in the lisht of how the child lesrns to use the words
and forms of his language and concludes that the child’s
apparent oreoccupation with the present follows from the
faect that the stimuli that bring ouil speech responses to
present situations are associated in more stable groups than
those that bring out responses Lo remote ones.

[17]

L3
A

Bateman, W. G. 1916. The Lanpfuage Status of Three Children at the Same
Ages, Pedagogical Seminary 23.211-240.

Bateman analyzes the vocabularies of three 28-month old
children by parts of speech and compares them.

In the vocabulary lists the inflected forms of verbs
are not given. However, Bateman does mention verbal morpho-
logy briefly (n. 228). Two of the children at this age
fgrmed present participles from verbs and used many past
tense forms. The other child did net. The first twoe
children had consideratle difficulty with irregular forms,
so that seed, felléd, falled, runned, etc., were common in
their speech. All three children lacked many auxiliary
verbs.
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Derko, Jean. 1958. The Child's Learning of Tnpelish Morphology, Word
1L,150-177; reprinted in: 5. Saporta (ed.} 1961, Psycholinguistics:

% Dook of Beadings, New York, Holt, Rinehart and Winsten, 359-3T75.

te

The major contribution to the study of the acquisition
of English morphology. A list of common vocabulary items
of first-graders was exemined to determine which features
of English morphology are most significant. The verbal
forms among these were the third person singular present,
the progressive, and the past.

A test was then devised to explore the child's ability
to apply morphological rules to nonsense words. The subjects
were preschoclers and first-graders.

An example of Berko's procedure: The children were
shewn & picture of a man dangling an object on a strine.
"mhis is a man who knows how to bod /bad/. He is bodding.
He did the same thing yesterday. What did he do yesterday?
Tasterdsy e L

Scme results are: Boys and pirls performed equally
well: first graders did significantly better than pre-
schcalers on slightly less than half the items; on verb
forms, children performed best on the progressive. The
subjects used the /-t/ and /-d/ allomorphs of the past
corractly, but not the /-sd/ allomorph, nor did they have
control of the irregular past form rang. Berko found that
her subjects were most successful in providing endings for
the forms that are meost regular and have the fewest
variants.

Brown, PBoger, end Ursula Bellugi. 1964, Three Processes in the Child's
Acquisition ef Syntex, Harverd Educational Review 34,131-151; reprinted

n E. Lenneberg (ed.). 196L. Hew Directions in the Study of Language.

e

Cambridge, Mass., M.I.T. Press, 131-161.

Tha suthors' observaiions of two children concentrated
especially on the acquisition of noun phrases. They found
+hat imitations with reduction were extremely cormon; for
example, the inflection on the verb was often omitted.
Initations preserve the word order of the model sentence,
indicating that the model is processed es a vhole rather
t:or s & list of words. When models increased in lenmih,
there was no corresrtonding increase in the imitation. The
authors feel that this follows from a limitation on the
length of utterance children are able to program or plan.
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The retained words are usually nouns, ‘verbs, and adjectives,
and the omitted words are "functors"--inflections, auxili-
aries, artiecles,

The authors also discuss imitations with expansion,
and, Tinzlly, in an attempt to induce latent structure, some

-

uiierances not likely to be imitations. The mistakes
Drooably exiernslize the child's search for the regularities
of English syntax. The authors say that forms like digmped

1
reveal latent structure.

Brown, Roger, and Colin Fraser. 1963. The Acquisition of Syntax,

in C, ¥. Cofer and R, ﬁusgrave (eds.), Verbal Eehavior and Learniné,
158-197, Yew York, MeGraw-Hill: also in U. Beilugi and R. Brown (eds.),
196k, Tre Accuisitionlaf Language, Monograﬁhs of the Society for Research

in Child Devalopment, 29 (1), Chicago, I.1., The University of Chicago

The suthers descrite a study of the acguisition of
& generative grammar in children. They believe that the
child implieitly induces a grammar fram the regularities in
the sentences he hears.

The Tirst section of the paper reviews some studies
with invented linguistie materials Wniech show that children

do have rules of word a2nd sentence consiruction. The next
seeticn treats techniques by which an investigator might
discover a child's generative grammar from & colleetion of
his uticrances and by which the child could have induced
that grammar from parental utterances. The final section
discusses some substantive results from the records of 13
children between two and three years of age. Morphology
is mentioned (pp. L5-4T) primarily by way of review of
Berko's study; the authors feel that infleection is a rather
trivial grammatical system for English, and therefore they
focus on syntax. .

Carlton, Lilyn E. 1947. Anomalous Preterite and Past Participle Forms
‘in the Oral Language of Average Fourth Grade Children, American Speech

22.L40-Ls,
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This study sought to determine the percentage of
anomalous preterite and past participle forms used by a
group of children in an informal situation. Ninety-six
fourth-grade children ol normal intelligence and of varying
backgrounds were shown four picture sequences and were
asked to tell stories about the pictures, :
The anomelous forms were classified under the headings -
used by Fries in American English Grammar, olus three others.
For example, under the heading, "Dental suffix added to
oresent tense of strong verbs to form preterite" appears,
"She throwed it in the trash basket." And under "Other
anomalous ‘orms" is found, "The little girl is saved and
tooken to her mother." -
The anomalous forms constituted 2 very small percentage
{less than L%) of the entire output of preterite and
pest participle forms, and the &3 anomalous forms were
used oy only L0 (less than half) of the subjects.

Cerrsll, John B. 1960. Language Development in Children, in C. Herris

ie2.], Tncyclopediaz of Educational Research, third edition, New York,

- N

T=2 Mzemillan Co.; also in S. Saporta (ed.), 1961. Psycholinguisties:
A Book of Readings, Nlew York, Holt, Rinehart and Winston, 331-345.

A generel discussion of language development. Concern-
ing merphology, Carrcoll states that there iz abundant
evidence to support the notion that the child learns in-
Flected forms first by imitating the forms spoken by more
mature speckers. Some forms (song, are, am) are learned
as separatz items. PBut not all Forms can be learned this
way, and, sometime during the third year, the child may
be heard experimenting with false anelogical forms like
bringed. The fact that analogical formations occur attests
to the ability of the child to respond to patterning in
lancuage at an early age. The pericd from three to eight
iz marked by considerable difficulty in learning irregular
forms, although errors decrease during this perioed.

Chamberlain, Alexander F. 1906. Preterite Forms, Ete., in the Language
cf EZnglish-Speaking Children, Modern Language Notes 21.L2-Lk,

Chamberlain deals with odd preterite and past tense
forms (those difrferent from adult models) in his daughter's
peech. Some exemples are cited in context. TFifty-Tive
verbs are listed, many with mcre than one odd form. The
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forms are divided into eight mroups. TFor example, gmroup
2 contains weak verbs with double suffix (loseded)}, groun
5 verbs formed according to "strong" analomies (tooken,
blewn, sawn, wroten.).

There is little discussion, but. Chamberlain does remark
that Wripght's English Dialect Grammar cites nearly every
form listed here as used by some adults in some dialects.

-

Diebold, A, Richard, Jr. 1965. A Survey of Psycholinguistic Research,

195h-6L4, in C. E. Osgood and T. A. Sebeck (eds.), Psycholinguistics:

A Survey of Theory and Research Problems, Bloomington, Indiana, Indiana

University Press, 205-201.

Diebold reviews briefly some recent work in language
acquisition, bilingualism, and language change (pp. 2L2-
255). With respect to the child's acquisition of grammar,
he says that most earlier studies agreed that children
tend to generalize on the basis of the most productive
merghoshonenic, inflecsionsal, and derivationn) rules, with
the result thai they scmetimes "over-generalize."

Ervin, Susan M. 196L. Imitation and Structural Change in Children's ?
Language, in E. H. Lenneberg (ed.), New Directions in the Study of Language,
Cambridge, Mass., M.I.T. Press, 163-190.

Ervin sought to find out whether imitated utterances
are grammatically different from free utterances and, if
different, whether they are more advanced grammatically.
Grammatical rules were written for free sentences, and
then imitations were tested for their consistency with
these rules.

She found thet imitations selected the most recent
and most emphasized words and preserved word order. Even
under optimal conditions (immediate recall) they were not
grammatically progressive, so that this study provides no
evidence that progress toward adult forms of grammar arises
merely from practice in imitating adult sentences.

Ervin also reports on a study with Wick Miller on
English plural inflection and concludes that these forms
cannot develop solely by imitation of familiar forms plus
extension by generalization to new items. In a concurrent
study of past tense inflections, she found that children
use some forms (e.g. toasteded) indicating that the pattern



of adding a vowel is particularly difficult. Having
observed few verbs with regular inflection, she
hypothesizes that tense inflection begins with irrepular
forms. She found that some non-imitative extensions of

i the regular past tense suffix (doed, comed) occurred

- before the child had produced any other regular past

4 tense forms (the extension of irregular patterns was

b quite rare, although she did find tooken); the early

[ appearance of forms like doed suggests that few instances
i and little practice are required to motivate analogic

E extension.

e Ervin, Susan M. and Wick R. Miller. 1963. Language Development,
= in Child Psychology, Sixty-Second Yearbook, Part I., National Society
for the Study of Bducation, Chiecago, University of Chicago Press,

108-1L3.

% The authors discuss language development in general,
4 mentioning Jekobson, Velten, Leopold, the 'system of
5 contrasts', and 'rules of substitution'.

In the ease of morphology, the work of Berko, Miller,
and Ervin is cited. The suthors assert that mastery of
familiar forms precedes their generalization, when the
patierns are extended to irregular forms (go-gzoed). In
discussing grasmatical develooment after four years of
age, the authors say that after the learning of funda=-
mental structural features and some details, there iz a
long periocd of 'consolidation', a period of overlearning,
during which some irregular patterns are learned and
others, already learned, become firmly established. An
irregular form may exist beside a false analogical form.
When the child corrects himself, he indicates that he
knows the adult norm but has not yet firmly established
a habit. ' '

IR
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Ervin-Tripp, Susan M. 1966. Language Development, in L. W. Hoffman

and M. L. Hoffman (eds.), Review of Child Development Research, Vol.

2, Wew York, Russell Sage Foundation, 55-105.

A thorough discussion of language development. The
author gives the history of the study of language develon-
ment, while viewing language change from the point of view



= 156 =

of the child's system and its relation to the system
of the narents.

Concerning morthology, Ervin-Tripp says that in
lansuares like English (with few markers) it is usual
for children to develop syntactieal regularities before
any morphelogical rules aprmear. She outlines stages in
the evolution of markers: (1) random variation of
different forms, (2) use of contrasts of the different
forms meaningfully in a few familiar contexts, and (3)
months later, generalizatien to other forms, indicating
a8 productive pattern. It appears that diversity of the
contexts in which the contrast appears aids in its
acguisition: in addition, hearing forms may be more
important than actually using them.

The generalization of -ed is illustrated by forms
like doed and comed; did and come may be used at this
same period, but not necessarily to indicate past tense.

Ervin-Tripp notes that idiosyneratic rules regulari-
zing verb inflections decrease significantly between
nursery school and first grade.

Fodor, Jerry A. 1666. How to Learn to Talk: Some Simple Ways, in
The Genesis of Language, Frank Smith and George A. Miller (eds.),
Cambridge, Mass., M.I.T. Press, 105-122.

The acquisition of wverbal morphology is mentioned
in passing; the forms referred tc are have, has, is
and are.

Fraser, Colin, Ursula Bellupgi, and Roger Browm. 1963. Control of
Grammar in Imitation, Comprehension, and Production, Journal of
Verbal Learning and Verbal Behavior 2.121-135.

The claim that understanding precedes production
was tested for ten prammatical contrasts (among them,
singular vs. plural, and present progressive vs. past)
with 12 three-year-old children. Understanding was
taken to be the correct identification of pictures
named by contrasting sentences. Production was
operationalized in two ways: {a) as correct imitation,
without evidence of understanding; and (b) as correct
production in sentences applied appropriately to
pictures. In three-year-olds, production in the second
sense proves to be less advanced than understanding.
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However, imitation was more advanced than understandine.

! .

Lenneberg, F. H. 1964. The Capacity for Lanpuape Acnuisition, in

J. A. Fodor and J. Katz (eds.), The Structure of Lanpuarse: Readines
in the Philosophy of Language, Englewood Cliffs, 9.J., Prentice-Hall,

5T9-603.

Rehavior patterns and biclogical nredispositions
are discussed, towards the end of developing criteria
to distinpuish behavior patterns based on specific pre-
dispositions from those based on ‘general ones; Lenneberg
finds that language falls between these two poles,
though considerably closer to the side of special pre-
dispositions.

In support of the claim that speech activity is
virtually never a mechanical play-back device, Lenneberg
adduces evidence on the morphelosical level, where
children automatically extend inflectional suffixes both
to nonsense words and to words that have irregular forms
(such as go, goed). He cites Berko's study.

Leopold, Werner F. 1953-k. Patterning in Children's Lanpuage Learning,
Language Léarning 5.1-1L, reprinted in S. Saporta (ed.), 1961, Psycho-
linmuisties: A Book of Readinps, Wew York, Holt, Rinehart and Winston,

350-358.

Using an approach derived from Jakobson, Leopold
discusses briefly all aspects of lanpuape lesrning. He
focuses on the seguence of the accouisition of sound
catepories, which he feesls is everywhere the same.
Vocabulary and the gradual refinement of the semantic
system are also discussed. In the field of prammar, he
declares, syntax precedes morphology. Morphological
devices are a luxury of fully developed lanfuages; the
small child gets alongs nuite well without them for a
long time. Althoursh his daurhter was syntactically well
enuinped by the end of the second year, practieally no
morphological devices were learned before the third year.
Imperfections of communication were, however, an incentive
to learn standard mornholosical features. Durins the
third year, the more immortant mornholosical forms were
learned, with many mistakes, which show the rrasnine of
patterns.




The neplect of endinegs is, he says, in line with the
princinle that the child learns in every area of lanpuage
A coarse pattern, later refined by the development of
subcontrasts and formal distinctions.

Leopold, Werner F. 1949. Speech Development of a Bilingual Child:
A Linruist's Report, Vol. III, Grammar and General Problems in the
First Two Years, Evanston, Ill.: Neorthwestern University Press, A6-100.

Verbal morphology played a very small part in
Hildepard's lanmuage at this time, but it is discussed
in sections 573-589. Real verbs came late in her
develovment (not beginning until 1.8). The imperative
was a frequent form, and don't was used often, but was
seldom followed by a verb form.

The present tense was the most commonly used, but
the verdb form was invariable, not differing from the
imperative and the infinitive. HNo ending was atiached,
and no mornhological pattern was recognized.

Two words (irnning and snnwing] occurred in the form
of the present participle at 1.8, but only the vowel of the
ending was reproduced, and the progressive form did not
gain a foothold, and only at 2.1 did I going and Carolyn
ironing anpear. ! -

The verbs to be and to have were always omitted, and
no formal expression of modal auxiliaries was found.

The auxiliary do did exist from 1.11, but it was a
mechanically imitated formula, and does did not occur.

A few past participle forms (broken, 1.9, pone 1.10)
apneared but were used as adjectives, not as verbs.
Hilderard did not learn to make a formal distinetion
between present and the simple past or future, and no
trace of passive constructions appeared.

Lyman, R. L. 1929. Summary of Investiﬁatioﬁs Relating to Grammar,

Languare, and Composition, Supnplementary Educational Monographs 36,

.

University of Chicapo, Chicago, Illinois.

This book is a summary of faults in and wavs to
imnrove instruection in lanpuage arts.  There are discussions
of investimations on curriculum, correct usage, and
methnds of teaching. The outlook is dated.

Verbal morphology is not mentioned as such. Rather,
prammatical errors, some relating to verbs, are treated.
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In érrors reported by teachers, from L9-62% were in verb
forms: failure to agree with subject, confusion of past

and present tenses, confusion of past tense and nast
participle, wrong tense form, and wrons verb. For examnle,
saw and seen are confused, as are do, did, and done, and
come and came, give and gave. Lyman finds that even
eighth-grade pupils confuse past tense and perfect
participle forms.

McNeill, David. 1966. Develﬁpm;ntal Psycholinguisties, in F. Smith
and G. A. Miller (eds.), The Genesis of Language: A Psycholinguistic
Approach, Cambridge, Mass.: M.I.T. Press, 15-8L.

Mcﬂéill mentions verbal morphology briefly,

summarizing Ervin, 1964, and supplying a few examples
of regularized past tense forms (comed, sitted).

Menyuk, Paula. 1963. A Preliminery Evaluation of Grammatical Capacity
in Children, Journal of Verbal Learninz and Verbal Behavior 2.L29-L39.

% 1 N
In the context of a wider study, substitution,
redundancy, and omission were examined. Menyuk found
that, for example, the past tense of the verb push may
be Tirst push (omission), then pushted (redundancy),
and finally pushed (complete).

Menyuk, Paula. 196Lk. Alternation of Rules in Children's Grammar,
Journal of Verbal Learning and Verbal Behavior 3.LB0-L88.

i Menyuk analyzes the use of alternate restricted
rules (which produce structures that are not completely
well-formed) in children's gsrammars. Language sarples
were obtained from 159 children ranging in age from
2.10 to T.1. For each sample a three-part generative
grammar (phrase stiructure, transformations, and
morphology) was devised.

At the morpholosy level, omission, redundancies,
and substitutions of rules took place [see following
abstract for explanationsl; affected were verbs, nouns,
adverbs, pronouns, and possessive forms.

Menyuk found that, in general, the use of alternate
rules gradually declines as children mature. At the
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morvholory level, omissions peak earliest, then substi-
tutions, and finally redundancies.

Menyuk, Paula. 1969. Sentences Children Use. Research Monopraph
Ho. 52, M.I.T. Press, Cambridgse, Mass.

Although this book is primarily concerned with syntax, -
Menyuk mentions the developmental trends in infleetional
rules for person, number, tense, and possessive., A1l
the children in the study could employ the grammatical
markers for these categories in various restricted
contexts. But on ocecasion they would not use the
markers or would use them in conflict with selectional
restriciions or-would use them twice.

Nonexpansion of a grammatical marker (omission) takes
vlace in examples like, I welk yesterday; confliet with
selectional features (substitution), which usually takes
place in the context of strong forms, 1s illustrated by
comed, bresiked, catched; Turther application of a marker
after it has already been applied (redundancy) takes
place with both strong and wesk forms, although much
more frequently with strong forms (liketed, splashted,
comed ).

Menyuk maintains that omission is most common,
redundancy second, and substitution least common (except
in the nursery school group).

Miller, Wick R.; and Susan M. Ervin. 1964. The Development of Grammar
in Child Language, in U. Bellugi and R. Brown (eds.), The Acquisition
of Language, Monographs of the Sﬂci;ty for Research in Child Dewvelop-
ment, 29.1.9-34, Chicapo, Ill., The ﬁniversitg of Chicago Press.

The authors describe a research project comprising
three tests: a plural test, a pronoun test, and two
forms of discourse agreement tess, .

Verb morpholozy is mentioned briefly (p. 24}, where
it is cbserved that, although most children had past
tense markers for many.verbs, at least one boy had
trouble marking have in the past tense. Overgeneralization
of morphemic combinations (including -ed in the past tense)
is mentioned on page 26.

-

h'""
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Ospood, Charles E., and Thomas A. Sebeok (eds.). 1965. Psycho=-

linguistics: A Survey of Theory and Research Problems, Indiana

University Press, Bloomington, Indiana.

In the section entitled "Firdgt Lanpuage Learning"
{pp. 126-138), verbal morpholory receives a rather
theoreticak ireatment. According to the authors, a
sharp awareness of error when wrong signals are
received indicates that the decoder is reacting to
grammatical information. TFor example, the absence
of an =5 ending on a verb (the boy live) delivers an
error signal to the sophisticated listener. Some
rreocess, set in motion by the noun form and persisting
through reception of the wverb form and predictive of
the nature of the verb form, must be postulated to
account Tor this sensitivity to error. When the
'past oriented' human communicator epcodes any verb,

a dispositional set operates to add some one of the
allomorphs of -d.

They describe how interference results when two
messages have the same semantieally determined content
and the same dispositionally determined set (e.g.
psst tense), but where & divergent set of suffixes
must be encoded. For example, with the irregular
g forms of a language having a constant dispositional
] set (e.g. past tense) and semantic determinants
similar to regular forms {like walk: walked), the
youngster typically encodes breaked and catched as
the past of break and catch. Ospood and Sebeck predict
that errors in encoding irregular verbs are inversely
related to frequency of oeccurrence.

T o

Slobin, Dan I. 1968. Eafly Crammatical Development in Several Languages
with Special Attention to Soviet Research, to appear in The Structure
5 ”_ and Psychology of Language, W. Weksel and T. G. Bever (eds.), New

York, Eolt, Rinehart and Winston, in preparation.

i Slobin concentrates on Russian children's develop-
8 ment of grammar, but he makes references to the learning
of English and other lanpuages.

He maintains that syntax develons earlier than
morpholosy, and inflections generally emerge a few
months after the beginning of two-word sentences.

Once the principles of inflection are acquired, they
are immediately applied in a wide range of contexts.




But constant application of a rule is more.difficult than
its mastery. Mastery of the basic grammatical catepgories
and rules seems to t&ke place universally by about age

S o B

Three broad classes of interacting variables seem to
account for the rate and order of acquisition of
grammatical devices: (1) their frequency of occurrence
in the speech enviromment, (2) their formal complexity
and diversity (although this is often confounded with
frequency of usage), and (3) the semantic content
expressed. i '

Those classes whose reference is clearly concrete
emerge first (i.e., noun plural), and classes based on
relational semantic criteria (tenses and persons of the
verb) emerge later.

Overregularizations and overgeneralizations,
universally noted as a feature of child's speech, form
one of the major bodies of evidence that child speech
is productive and systematic. Slobin says that the first
past tenses used by children are the correct forms of
irregular verbs (came, broke, etc.), which are fregquent
in sdult speech and are learned as separate vocabulary
items at an early age. Then, as soon as the child
learns & few regular past tense forms, he incorrectly
generalizes these to the irregular (strong) forms
producing comed, breaked, and goed. The crucial point,
according to Slobin, is that irregular wverbs do not
follow a pattern, and evidently it is patterns that
children are sensitive to.

Slobin, Dan I. 1968. Recall of Full and Truncated Passive Sentences
. in Connected Discourse, Journal of Verbal Learning and Verbal
. :

Behavior T.ﬁTE—BEl.

Subjects of wvarious ages retold stories presented
in full passive sentences and truncated passives,
There was & general tendency to retell stories in the
active voice, but this was more evident in the case of
full passives. Slobin believes that the semantic
content influences the selection of a particular
.grammatical form in encoding a sentence,

It was found that irregular verb forms pose
difficulties for young children attempting to produce
passive sentences., For example, a preschooler may
say, 'Judy and Dave were taken... tooken... to the
zoo." (p. 880)}.




- 163 -

Smith, Frank, and George A. Miller (eds.). 1966. The Genesis of
Language, Cambridge, Mass., M.I.T. Presﬁ, under General Discussion:

McNeill and Slobin Presentations, $8-100.

The past tense of weak and strong verbs is discussed.
MeNeill hopes that studies of the development of noun
and verb inflections might reveal something about the
way a child chooses among rival hypotheses. Premack
nroposes a reclassification phenomenon as the aprnropriate
explanatory device, MecNeill finds the explanation to
arise from little practice on weak verbs and a lot of
practice on strong verbs.

Smith, Madorah E. 1935. A Study of Some Factors Influencing the
Development of the Sentence in Preschoel Children, Journal of Genetic

Psychology L6.182-212.

Smith studied the development of the sentence by
analysis of 305 records of the conversation of 220
children ranging from 18 to 72 months in age. The
children were cbserved at play and in conversation
with adults. Number of words per sentence, types of
sentences found, and parts of speech found are among
the items tabulated. et

Smith found that more inflected forms were used
when children were speaking to adults. For verbs,
the proportion of conjugated forms for all verb forms
increased from 17.7 at two years to LT7.4 at five years.
The participles were the earliest inflected forms to
appear. The proportion of past participles to all
verbs actually decreased with age, while the propor-
tion of present participles increased up to three
¥ears and remained constant thereafter. The early
use of the past participle is attributed to its
presence in learned phrases.

The past tense was found to be acquired next after
the participles. The difficulty with the past tense
lies primarily with the irregular verbs, for which
children supply regular endings by generalization.

Smith, Madorah E. 1933. Grammatical Errors in the Speech of Preschool

Children, Child Development 4.183-190.




c~mith proposed to determine, by examinins the extent
and tynes of grammatical errors found in the speech of
preschool children, (a) the averape are at which children
are able to form sentences that are approximately correct,
and (b) the most troublesome prammatical points.

After incomplete sentences, verb errors vere next
in frequency. Failure to use the proper auxiliary was the
most frequent verb error. Many errors were found in
conjugated forms; half of these involved the past tense,
and many of these were in irregular verbs. Smith
attributes these verb errors to peneralization. For
example, the children say catched and runned instead of
the correct but irregular forms. Sometimes a participle
was used in place of the correct form: e.g. done for did,
or seen for saw. '

Smith remarks that "this tendency [to generalize in
the use of inflected words] is so marked that a high
percentage of thelr errors of inflection are due to the
extending of rules for the formation of regular forms
to other words irregularly inflected” (p. 190).

Templin, Mildred C. 1966. The Study of Articulation and Language
Development During the Early School Years, in The Genesis of Language,
Fred Smith and George A. Miller (eds.), Cambridge, Mass., M.I.T.

Press, 173-180.

Reviews the major facts from Berke's study.

Velten, H. V. 1943. The Growth of' Phonemic and Lexical Patterns in

Infant Language, Languare 19,281-292,

Velten is concerned with problems of vhonemies in
his daughter's language from the 1llth to the 36th month.

He does mention that the period from the 27th to
the 30th months is a peried of rapid morphclogical and
syntactical development. Auxiliaries, preterite forms,
ete., appear. By the end of the 33rd Honth his daughter
had mastered the syntax and, on the whole, the morphology
(except for some analogical weak preterites) of English.




