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O8BU WFPL # 32

Introduct ion
Interfaces
Papers by Arpold M. Zwicky

The papers collected here concetn the interfaces between various
components of grammar (semantics, syntax, morphology, and phonology) and
between grammar itself and various extragrammatical domains. They have
two (overlapping) sources: some are earlier mamuscripts that have for
one reason or another failed te reach print (these I have left
essentially in their original forms), and some are drafts of work in
progress. Asterisked notes provide more specific information about the
history of each paper.
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24.

28.

41.

BEEBR

47.
48.

SEBIERED S

Suppose
a. -[ Assume {that) we're in China, then...

Supposing
{ .hm-mg'} {that} they are Commmnists, we're in trouble.
Let % equal 24. Then...

1'11 thank you to watch your step!

'[ane I {mrer} got a car for youl
Have you heard the one sbout the traveling saleaman and the
pregnant kangaroo?

have I told you

w} that I'm not Portuguese
do I have to tell

How many times to wipe your wouth ?

a. If I've told you once, I've told you a thousand times!

.b. If I've seen one, I've seen a thousand!

Lock who's here!

Here comes
a. There goes John!
b. Here I am!

Where's the fire?
What's with him?
How's it going?
How"sa your asa?
So'a your old man!
You're telling me!
What's up?

What's going on?
How've you been?

the mat ter}
What'a WrOnE : i

How sbout that!

I'l]l take that money!

I'll have some cake, please!

I1*11 finish it, I willt

Want soms help, do you?

Did you hear that? [‘why aren’t you obeying/responding?” |

{ud\r imed

that dogs are not admitted.

50.
al.

52,

54.

65.

57.

a8.

54.

Bl1.

2

66,

L R

Thank you! [perfunctory, with intenation either (a) falling from
extra high, or (b) rising]

Take two before bedtime.
I'11 be demmed if I"11 eat fish fingers!
The hell uith}

Screw the opposition!
Bhit on
it
What's up with Jackie?
'l
What that?
Don't {g‘iu me that !

(En] who's asking personal gquestions?

{n blue—nosed gopher
I"11 be damned (if it isn't raining)!

are requested not te flush

Passengers will plesse refrain from ﬂu:hin.;} toilets
while the train is standing in the station.

fired
You're hired

a. I'11 bet you didn't do it! [*You're onl]
b. You didn*t de it, I*11 bet!
[I'1]1 bet you %10 you can't swallow asbestos!] You're onl

a. Demn itl
b. Bless youl
c. Bcrew the Board of Regents!

That’s a good boy!
You seel [I told you asl]

That*s enough!
I'"ve had it!
That*s it!

oo

How {very) besutifull

What a (very) fine cat (you are)!
It's so (very) ailly!

He's such an aaa!

on earth
What the hell
in the world

an T

} {is going on here)?!
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Finally, there are particles and other alements that begin,
conclude, or interrupt sentences. These either modify the force of the
utterance or add a foree to the existing one. Here I include vocatives,
both ealls and addresses—(16a, b)-—and epil‘,h-:ts-——(lﬁ'-c},

{16) a. Matilda, where are you?
k. I suppose, son, that you'll be wanting your own kingdom

aoan.
c. Look, you bastard, I can't take much more of this.

expletives of various sorts (demn, shucks, heck, My Cod, thank
gooduvess, (ah) boy, hay, wow, gee), pause elements (wh, ob, ab, m=m,
well, you know, Iike, don't you mee), introductory particles {well,
now, so, all right, ok, listen, hey, look, say, tell me, by the way,
ipcidentally), parentheticals (I guess, they say, I don't think),
politeness elements (hello, bi, so Jong, goodbye, see you, how are
you?, how do you dof, mice to see you, thanks, thank you, no thanks,
dan’t bother, you're welcome, plesse, excuse we, pardon, Sorry),
agreement and disagreesent particles (ok, yes, sure, right, all right,
oo, po chance, pot an your life, possibly, maybe, T supposs), and
response particles {fheref yes! yof wilat 5.

One way to geoge what might be placed on the lists is to ask: if
you were trying te translate this into another language, would it give
you trouble becsuse of the disparity between form and use? Or, is this
likely to give trouble to & non-native speaker of English because of the
relationship between form and use?

3. The list. Some of the examples below are not new, but are
lifted bodily or paraphrased from the literature on speech acts,
aemantics, and syntax by such writers as Sadock, G. Lakeff, Fillmore,
Green, Elliott, Akatsuka, Bolinger, Davisom, Morgan, Shopen, Ross,
McCawley, Fraser, Emonds, P. Lee, and Heringer, none of whom I will cite
or credit here. Sowe were collected (by Ann Zwicky and me) from a
series of movies made between 1930 and 1960 and shown on television
during the pericd of the speech ncts seminar. Most were simply

overheard.

Many of the exasples are supposed to be read with characteristic
intonations. I rely on the acting sbilities of the reader. Many also
moake sense only in some rather narrow context, which I assume the reader
can supply. What goes into the supplying of such contexts is, of
course, a big part of what makes the examples intriguing in the first

place.
There are overlaps and duplications. Moreover, there is no
raticoale whatscever to the order of the examples; they appear randomly

and without organization, just as I found them. The examples are
reproduced here with their original fumbering, which is somewhat

l:,ulzwir:iq:m.-l.2 .

1. [Just) think sbout Martha's running for president!
imagine

9.
10.

11.
1z2.

13.

14.

15,

18.

17,

18.

18,

21.

22.

_*_

&. Him having to wash his own dishes!
b. Him with({out) hair! .
. Me take the garbage out?

If you would leave the room, Mra. Lee,... [imstruction teo leave]
8. Someone's going to get a spanking |

b. Someone hasn't eaten his dinner!

I'11 teach you (how) to steal sheep!

What did T tell you! [wired dy tflye]

a. ((Dae) you) know what (I did)!
b. Guess what (I did)?
€. What do you think (I did)!

Where do you get off telling me what to dol
Talk sbout complex variation!

£ Don't

How about let's do that!
You give me that!

You undo it!

a, DGI]"!‘. you touch mel
b. Don't you dare {touch me)!

Oh, don't be sick!

suppoae that you are the .
Let's let x equal 2, = S ) Rmnla}
conaider the alternatives,

B
(Nowe) look what you've depe!

You can say that againl!

life
You bet your {lmt aun} {I'm going to talk to him} !

No way (that I can do that) |
Tell it to the Marines!

Come
LU go an!

8. Come off itl

it
Cut that out!

b.

c. HEoock it off!
d. Move itl

e. Fuck off!

f. Hold it!
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The 05U Random, Unorganized Collection
of Speech Act Examples*

Arnold M. Zwicky
Ohio State Univerasity

1. Background remarks. The material in section 3 below was
nssembled during (and after) a seminar on apeech acts, taught jointly by
David Stampe and me at Ohio State in the Winter Quarter of 1975. My
original intent was to assemble some examplea, taken from ordinary
wpeech, of small bits of English discourse (single sentences, or
sentence fragments, occasionally short sequences or exchanges) that were
in some way problematic. for linguistic analysis. These were to serve as
spurs to discusaion in the seminar and to thought and reflection outside
it. Very quickly the project balloomed: 51 examples on 14 January,
another 59 on 28 January, smother 68 two days later, another 46 later
this same day, and sc on through 24 February, when the total stood at
739. A July addendum brought this total to 777, all distributed on
dittos to the members of the seminar and to a number of intereated
outsiders; a small appendix of eight further exsmples did not reach the
ditto stage, but is ineluded below.l

Clearly it was only too emsy to collect specimens for my
purposes: so much of ordinary apeech is problematic from the point of
view of gemeral principles relating sound, meaning, use, and coutext.
There are at least two sorts of difficulties in deciding what to aay
about particular exswples. First, it is oftem hard to say when meanings
are conveyed by sentencea and when they are expressed by them,
to say whether the way we take a sentence can be accounted for by chaina
of common sense inference, or whether this understanding is
conventionally (‘idiomatically’, or ‘formulaically’) sssociated with a
form or construction in the sentence. More towards the
conveyed/inferential side are exmmples like (1).

(1) a, If I were you, I'd Kill myuelf.
b. I would go myself, but I'm in tractiom.

Clearly on the expressed/conventional side are the lexical and syntactic
peculiarities of exsmples like (2).

(2) a. Go fly a kitse!
b. What's it with Jackie?

A second difficulty is that it is often hard to drow & line
between the use of a comatruction or form and the quotation of someocne
elue's creation. Does (3) involve m sentential idiom of English, or is
it in effect a quotation from the media?

{3) Eat your heart out, Aristotle Onassis!

2. Problematic exnmples. The specific difficulties associated
with particular examples can be grouped inteo four types: asyntactic,
lexical, or even phonological peculiarities; uses of sentences that are

e 8
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somewhat or greatly at variance with the literal meanings of those
sentences; intonational contours; and material modifying the force of an
utterance or adding scme force to the existing one. I will illustrate
these categories briefly.

Firat, syntactic, lexical, and phonological peculiarities. Thesae
may be szacciated with specific sentence types in both direct and
indirect discourse, or they may be restricted to root 5 constructions.
Of the firat type are double wh conatructions, which occur only in
interrogative clauses, whether direct or indirect:

(4) =&a. Who went where? [direct gueation]

: Sarah ia!
b. What a beautiful rider #who isl? [direct
is who?! exclamation]

c. I wonder who went where. [indirect question]
d. *Everyone who went where got a teddy bear. [{indirect)
relative]

Similarly, hold it 'stop’ occurs only in imperatives, direct or
indirect: :

Hold it!
#He held it. [= He stopped]

I told him to hold it.

#I hnew he had held it. [= T hnew he had stopped. ]

(5)

apos

Pecul iarities of the second type—uses of linguiatic forms which
are restricted to root 5's—-are exemplified by all ordinary explicit
performative verbs and hedged performative wverba:

{B) I bid two hearts.

I order you to leave.

Let mwe offer you some squid canapés.

I must inform you that you are to be impaled.

I would like to request a bath towel, please.

I can reveal that your application for sainthood is
faverably looked on in powerful circles.

BhponFa

Here the bidding, ordering, offering, and so on are performed cnly by
direct constructions like the ones sbove, and not by indirect
censtructions. A great many elliptical constructions are also
reatricted to root 5's:
(7) Into the warehouse with thes!
: %] inmisted that into the warehouse with them.
Why mot paint your house ultramarine.
%] sugyested why not paint her house ultramarine.
Me take the garbage out!?
why } ;
%] couldn't imagine [ that me take the garbage out.
Take n chicken; sauté until brown.
%1 told him to take a chicken, and advised him to asuté

until browm.

[ =T O - o ]

Fm e

}E::*I:f:;l:.rm ph:unulng’it::l i-edur;-tinm are restricted to root 5's with
usesa: many English speskera have s'pose for supp i
L oae only in
root 8's whers suppose luau:l its 'parenthetieal’ or ‘expressive i
senso—(Ba) and not where it has its ‘reportive’ sense (8h).

R i
(B) =& I iurppou you like the mbatract expressionists.
B pose
b. Moses Bupposes his teeses are roses.
*s" poues

Finally, there are many linguistic forms i i ifi
contexts, participants, registera, or styles. ;’n:miﬂnitt:gczlt:h:paﬂﬁc
sequence (9] cm:ﬂd only have taken place on the telephone. lShilarly
(10) must be printed on a (label on &) container. And (11}, if used Lo
refer to the addressee, is distinetly casual and American an'd masculine
normally used enly by (certain) males to other males they already ll.nuw.’

(8 A, Is this Semoel Johnson?
B. Sorry, this is James Boswell.
{10} Containa no noxious chemicals.

(11) How's the boy 2
kid

Next, there are sentences with Commor omewha
greatly ftt variance with their literal mtm.th:th::: :.n mtn:;e
such familiar exswples as {12} used as a request for the addresses to
pass the salt (rather than sa = question shout the propioguity of the
salt to the addressee), as well as (13), intended as a piece of sdvice
{rather than as = simple assertion of what the apeaker would do if he
wWers in the addresses's place, and (14) (addressed to a stranger
::i:h:_.ng ontt?a: siid?wak, his face contorted in pain), functioning not

il £ .
[.“‘G'pﬂl‘awtﬂry s r;f;ﬂm;;a;;ll;tnt rather as a way of opening a discourse

{fﬁ; G;n vou reach the salt?
If I were you, I'd 1 i i
T el St earn Mandarin firat,

Then there are intonational cont
; t ours conventionally associat
;nth apecific uses of certain sentences or cmutructinruf The: iy
ntonation on tag questions is m case in point:

(15) You don't have your shoes on, £33]u?

The firat conveys that the gpeaker assumes that the addresses doean®t

have shoes on, that the speaker has some resson for thinking this

assumption might not be correct, and that the speaker is asking the

addressee to tell him whether or not this mssumption is correct. The

;f?::u::n:‘!y. ;h:l: :htei speaker believes that the addressee doeu-m‘ t Ihave
e i .

e - thi: I:gﬁe?‘?ﬂk&r is asking the addressee for a
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71.
7.
T3.
7.
75.

17.
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Why (not) paint your house purple?
See here, my friend!

I say!

Mow, now, dear.

I can't imagine what she sees in him!
Eyes right!

Left facel!

Hands off! :

Into the wagon with them!

One more beer and I'm leaving!

No money, no service.

Mot that jar, you don't!

Mot on your lifel

Considering that she's enly six, she's a pretty good licn—tamer.

1 would go, but I'm cooking.
If you paid your bill, you could get the heat turned back on.
Having trouble with that fire, are you?

a. MNice weather, isn't it? -
b. Having trouble with your Sanskrit, aren’t you?

[Did you do well?] Is the Fope Catholie? [= “Yes']
If that's a good answer, I'm Harold Macmillan!

You know, 1 think that's a pit viper.

You want to turn right at the corner.

. You'll see that the grammis fits inte the clister.

Hote
{Nntiae } that the answer is absurd.

Observe
Eat your heart out, Paul Hewman !

I question that this is the best solution [#You guestioned
that...]

What do you say, dear?

¥What's become of Waring?

I'm not putting on my hat today !

She might (just) as well walk this way.
Give it up, why don’t you?

You('d) better clam up, Dick.

a, Why did you go?

b. What will you see?

101.

102.

103.
104.

105.

108.

107.

108.

108.

110.
111.
112.
113.

114.
115.
118.
117.
118.

1189,
120,
121.

122,

123.

e

Take New York; it's full of ethnic minorities.

a. Bo they say.
b. 5o I've heard.

c. Bo you say!

You must be Solomon Marcus,

[You ask about my introduction to rew clams] That would be the
l4th of January.

ask shout this bracelet }

You wonder why I'm wearing a chicken suit
becaus

e...] ol

a. Go fly a kitel
b. Go scak your head!
€. Go jump in the lake!

You come home and what do you see? An unmede bed

b aaa

I hate to tell you this but there's
You'll probably be sorry te hear sbout this , & spider on
You probably know this already your knee.

so stupid
Don't be such a fool !

Whatever are you doing?!
That’s a promise!
You have my word (that I never touched the cookie jar.)

Who are you }
What gives you the right to tell me what to do?

Since when are you responsible for these kids?
I'1] choose my own clichés, thamk you.

Well, I never!

[British] That's torm itl

a. That dirty swine!
b. You som—of-a-bitch!
c. You lexicalist!

What makes you say that?
[Hey, Harry!] What?

you have a can opener on you, do you?
you?

I don't suppose you'd have a can opener on you, would

Would you be the lady of the house?

Oh, don't bother,
[Would you like mnother drink?] (I) don’t mind if T do.




124.

125.
126.
127.
128.

129.
130.
131.

132.

133.

134.
135,
136.
137.
138.

139.
140.
141.

142.

143.
144,
145.

146.
147.
14B.

149.

151.

- 10 -
m. Everyone out of hera!
b. Into the room, men!
Who am I speaking te, please?
Mary Martin, please.

Mext !
{ma nf}
Have you ever aean
Well, look at Little Lord Fauntleroy!

Ag I was saying, ...

m. Will you teke the garbage out, or do I have to?
b. You can damn well take out the garbage!

anything like that!

I know T should mpologize for my appearance... [Oh, that*s all
right. ] :

{kid} :
How's the boy 2

1 hear you've got a new wombat.
¥ou know what you can do with your pool cues.
So who are you? Prince Valiant?
Shall we say $500, Sir Alfred? 1
How to open the aafe? Raffles paced about the room in feverish
thought .
Is that you, honey?
Where are you?
This is Herman Helvills:}

Melville speaking.
Melville here.

Here/Come/Fetch/Sit, Fido! [addresssble only to domesticated
animals]
[Thank you, Jacques.] Thank ybu, sir.

You're .(entirely} welcome.

Once more
A little wider , pleasel
A bit (more) to the left

All right, Mr. Jemes, your pies are ready.
All right, all right, you can take the car!

Let me tell you ¥
I'm telling you , I'm really tired.

1 don't know sbout that. [= ‘I'm not sure I believe that']
Take it or leave it!
What if you had to leave town suddenly?

152.
153.
154,
165.
1586,
157.

158.
159,

160,

161.
182,

163.

164.

185.

166,

167.

168.
169.
170.
171.
172,
173.
174.
175.
176.

e

Who or what did you see?

Who went where?

How come you aren't drinking anymore?

Don*t tell me you broke another Ming vase!

I ask you, gentleman, if this is a reasonsble course of action.

you
If I were in your place
in your shoes

The nawe of Paul Revere's horse was
The name of Charles' favorite, please.
President opens fun fair; festival te continue three days.
Boy, is ayntax ever easy!

y I'd kill myself.

a
It's { { just) the} most besutiful house!
[Take a chicken.] Boil until tender.

a. Contains nmo phosphates.
b. Bottled in Kentucky.
c. Open hers.

[I saw Nancy downtown yesterday.] That's funny; I thought she
was in Cleveland this week., Are you sure it was Mancy?
[Guery: What does thet refer to?

Second yuery: Why thought instead of 've been thinking, when
speaker cbviously doesn't accept the previous speaker’s
assertion?

Third query: What does it refer to?]

It's a girl!

Pedestriana on berm.
. Falling rocks.
Low-flying aircraft.
Deer crossing.
Fallen rocks.

. Zebra crossing.

Let's hear it for the French-speaking Walloons!
Down with male chauvinism!

Off the pigse!

(Hoo)ray for Foster Kane! [cf. # 52]

Mother knows best, dear.

Dont we like ocur catmeal bath, Mr. Mankiewicz?
(There will be) no. talking in the showers,

What will you have, ladies?

If out of order, eall Ohio Bell central office.

mEono




177.
17H.
179.
1B0.
181.
182.

183.

184.
185.
186.
187.

1B8.

190.

191.

Depressed? Lomely? call 555-1010 for instant help.

Will trade stoffed bear ‘for mint copies of Wonder Warthog.

4. D. Zwicky will supply dramatic readings upon request.

Previous parenthesis should be marked as #179.

It is almost too easy to collect specimens. ) :

You know that gear with the little crystal teeth? Well, 1 think
I just broke one of them.

a. Enter here.

b. No exit.

What have we here?

What’s all this, now?

I dida't expect a kind of Spanish Inguisition?

[A: You're hired!] B: Hew do T £ill out this form? Will I
answer the ? Do I do filing?
You ::anft do better than to buy a car from Mad Dog McGoon.

I should have thought you*d detest Maple-Clam Surprise.

Trust me. . ;
i:?;:ﬁ;: ::tnall} [= *you're welcome']
May all your children be acrobats!?
I hope you drown in the desn lake!
Shut up and deal!
Oh, please, lel me Win this one!
Way to go, big red beart
I can sing snything you can aing!
Things arve rough all over, fella.
You never can tell with guys like that. : ‘
You just can’t trust Munchkins. [Note: the problematic point is
Just]
Even big boys have to eat their spinach, Johmoy.
You finish that hemework or 1’11 know the reason why!
[A: My behind hurts!] _B:_ You'll think !'urm' behind hurtsa!
[= *1*11 spank it until it really hurts’]
She really gave him what for.
Someone to see you, doctor.

.H.' What's wrong with you?] B: Would you believe leprosy?
Jungle rot? Poison iwy?

207.
208.

208.

210.
211.

212.

213,
214.
215.

216.

217.
218.

219.
220.
221.
222,

223.

225.

226.

227.
2ZB.
229.

=13 =

Anyone who hates dogs end children can’t be all bad.

Happy birthday!
Merry Christmas!

Good morning/evening/might!
. Bleep tight!

Be a good girl, honey, and pick up wyour room.

I don't have to remind you that these flasks are likely to
explode. [Note: this is a reminder. ]

e e

I'm afraid (that) you flunked the examm. [Notes: Asserts that

you flunked. Synonyms of afraid--scared, frightened,
anxious—don’t work this way. Even sorry, which ought to

(given its meaning), doesn’t; I'm sorry you flunked is not an
announcement of the flunk. The next two exemples, however,
are. |

I'm sorry, but you flunked the exam.
I'm sorry to say that you flunked the exam.

The results are to be found on the table
__'t'ml will find the reanlta in tha hack af the room.

you'll find them on the
table

If you're looking for the reaults, { they're on the table
[Query: what sort of if-clauwse is thia?]

Fancy an idiot like him knowing anything like that!

If you're ever in Dispeyland (again), look me up. [Query: what
does ever contribute?]

Double or nothing!

Chicago or bust!

Fresdom mow!

{I couldn't care less.
I could care less.
[Note: It's mot hard to see how the first comes to convey *I1

don't care’. The common use of the second in the same way ias
baffling. ]

Time will tell.

I told you se! [uyah! nyah! mnyshl]

a. (Mo} can dot

b. Will de! [*Won't do! (in the sense "I won't do it*)]
a. Just a minute/second!

b. Wait up (for me)!

Coming !

Wait up (for me)!

[A: shall we move on?] B: Anything you say.
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290. It couldn't have happened to a nicer guy! 251. a. May I be excused?
3 know {about -&}} b. You're excused.
231. Thete's scmething
- Ther= are a few things you should be warned about 252, That's easy for you to say.
232, Don't {ever) 253.  Watch it! [= 'Be careful?]
Hever darken my door again! 254.  You should have seen the way she reacted when she heard that ¥ha
233. ]
Why did you have to say that ! 255. I'11 tell you something interesting about this guy: he's really
[Note: the have to is the ancmaly] Trialty shoiit Tikatar aalol.
234. [card playing] ] 256. There's something I want to ask you: why do yew insist
B. E}t_-l-!! wearing one gold earring? you insist en
b. I'll see you.
e. I'll raise you ten. : 257, {I hﬂ"*:s soweone I want you to meet. Heloise, this
» i
a5 [ ti ] There' Abelard. Abelard, Heloize, . 8
- AWCTLONS -
ah. gw; ::ﬂm: ?ﬂ been bid. 258.  You cen have this lovely embroidered shin-warmer for only $19.95,
; en :
c. Sold to the lady in the trench cost! 253, I think you probably ought to hnow that there's some chance it
236. I can't tell why I love you, but I do. ';:S":mtﬂr'iitﬂ if you could possibly manage to held the spoon
237. 1 promise you that if you don't shut up I'1l slap you. ¥ hand.
238. He insisted on $500 a week, and why not? 260.  Den't you want somebody to love, fella?
: = [
239, 1 eried for you, but did yeu cry for mes 261. fo:“nmu t l;::n are you, big boy? [Note: mo falling intenation
240, [She left because she wos underpaid and because :he couldn® t Are you
stand the city.] Good ressons e 262.  [ef. 255-7] James, there's something you ought te know: Herbert
any and T have met before, back in Ypsilanti.
. : his, but I just 5 ;
. 241. 1 don't (quite) know how to ihl‘- 1’“} i 263.  Just think! Julia Child right here i i .
suddenly realized that I no longer love Alys. b TRis Sl sty e T AT R "
242.  Must you talk with your meuth full? 264.  Me, the guy who wrote the Olentangy Symphony, and you want me te
943. T wonder if some good little boy is going to eat up all his copy the harmonica parts for a atreet singer!
spinach. 265. That's enough ocut of youl!

: how rude yeu sometimes are
o a 3 o . -
. T (8 s it eclo] kick.} 268. Do you understand/realize the gravity of your situation ?

et S that you've just synthesized hors

E: Don't ask!
: ‘eould helpt
245, My dear, I wish there was some way I cou 267. I couldn’t hel i were speak keevcmw
i P noticing you -l ing Bas i Do
246. s that sol where I could hire some shepherds?] AR
aay e it may concern: 288, They say it's going to rain tonight.
ight .

o ived with her for ten menths, "'z-_rnl]:h.t nn} 2 269.  Far be it from me to criticize a great artist like Liberace!

You lived w 270. This guy comes up to me and says *Ooga—boogal*
. ﬁh‘:ﬁﬁlfﬁeu} the lovely and talented Shirley ' Z71l.  This stuff isn’t bad, for a Wisconsin burgundy.

P 272.  (You) pinch my ass one more time and I'11 slap your nose off!
273,

Don't (you) slap my nose, or I'11 stamp my feet and cry!

250. 5ol Hurck proudly presents the Tarzana, california, Palalaika
Band!




274,
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. t) listen to that train (rush paat)!
I:. E;::t; u;:chmﬂmt guy (bust bricks with his eara)!

Like I asaid to Arlene, you can't depend on marmosets.

After him, men!

After you, Mra. Robimson.

I'm just dying to see your etchings.

a. Watch your language!

b. [British] Lenguage!

Butt outl

Tit for tat!

It takes one to know onel

Believe me, he was really angry!

I wouldn't (go so far as to] say that !

Don't hesitate to ask any gquestions you might have.
(The) last T heard of him, he was in Hong Hong.
feonalta?

a pirn

[ 1
After all, how sbstract eould phonology be -
{Im‘;_im‘l anawer: not mll that such.]

All alone by the telephone, and what should I do?
Lamont, it's youl
You do what you like and I°11 do what I like.
Give him an inch and he tokes a mile.
 On the telephone with me right now is a young hairdresser from
Lima, Ohio.

- [ S,
AW B Luis

Inte the arena came six pilous Christians and two dispir
*

Ir. g?é‘ro:]‘:} known what you wanted!

How's tricks?

They don't call him gtud for nothing!

And how |

[Poor man!]

#. Have a pleasant day!

b. Have a good time!

¢, Have Tun!

Am T right in thinking you're the Prince of Pruzistan?
[Two more orderal] As if I didn't have enough te do!

Let me see n aize 10 MEbius strip, plesse.] B: Here you

He wus so nice and good and live—and—let—live.

[A:

are, sir.

jted liona.

304.
305.
306.

a0s.
310.

311.
a1z.
a13.
314.
315.
als.
nvy.
J1H,
319.
320.
3z1.

323.

324.
326.
326,
327.
328,

330.
a3l.
332.

334,

a35.
336,
aarT.
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Just forget you ever saw/knew me,
It's a date!
You wouldn®t have a Esbardian-Miwok dictionary in here, would you?
[A: Why shrimp in beer? B: Why not?] A: You got me {thers).

Cheese it, the cops! [Note: OED has citations from 1y 1
€. suggests cheese is from cesse] e

What are you doing here? [= "Why are you here?*]

Leave/keep Marie out of thisl [= "Don’t discusa Marie anymore?|

You and your funny ideas!

[A: Have yeu seen the baby?] B: See it! T found it.

You talk too much! [= *Shut up!']

Hey, what's the idea?

Over my dead body!

Come on, honey. [= 'Let's gol’]

IT it isn't asking too much, could I have my teddy bear back?

[A: I want you to wash the dog.] B: Who, me?

Who's got a cigarette? [= 'Someone, Eive me a cigarette’]

Chances are, there isn’t a single joint left in the houss,

Stabbed through the riba, and not more then an hour ago, either!

Mb:mr;::r:?f} think you're going? [= *You're nat going to go

Watch your step! [MNote: both more literal and more figurat ive
sense. |

Mind the step! [British]

Watch your head!

M, come on! [= 'I don't believe what you say’ ]

See that you're not followed. ['see’ = ‘insure’; see = ges to it]

Go ahead (end do it).

Maybe it would be kinder to talk to her later,

I could really uvae a beer, Sammy,

He'll be here, you can depend on that!

Hey, what is this? [= "What's happening here?']

Thanks to you, I am happy again.

1 1I:hir|k you{'ve) got something there, Jack. [= "That's a good
idea’, T think you're right®]

Would you (please) not practice the piano now.
50 what!
Ok, you nsked for it!




340.
341.
342,

ani.
a52.
3563.
a54.

367.

{ for the love of Hike}

Oh, for Chrisl's sake , can'"t you see he loves you?
You can give me a shine, boy.

[A: I got a job]  B: Mo kidding!

I don't have to stand here and be insulted!

You wanna back off, buddy?

Are you gonna fool arcund, or are you gonna play golf?

a. How's that (again)?

b. What was that?

Just what iz that supposed to mean, Gladys?

a. Who asked you?
b. Says who?
c. Gh, yeah!
d. Says youl

"Who are you calling a drunk?

Mever mind those fruit bats, Georgel

What do you say we go and get some ice cream!

I'm sorry, but I didn't catch/hear/get /understand what you said.
How much money you got?

Each to his own. :

Listen, fella, don't call this number again.

1 don't blame you for being angry, but try to understand my
position. :

Nobody can talk to me like that (and get away with it)!
I'd be obliged if you'd give her a message.

1 won't take no for an answer.

What are you trying te pull, buster?

Who are you trying to kid, lady?

[A: Fascinating, isn't it?] B: Fascinating my ass!

She's (as)} Lall as can be.
I love her as much as can be.
I lowve her as much as tongue can tell.

-

a. He's going to live, don’t you think?
b. Do they eat lettuce here, do you think?

Buzz off!

Can it!

Hold it downl!

Down in front!
Speak of the Devill

aTl.
arz.

aT4.
a75.
376.
377.

374.

380.

383,
a4,
385,
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(You) seen one, you seen'm all. [Note logic.]
Thanks, but no(,) thanks.
How's that for a soufflé?

B. Atta boy/girl!
b. *That’s & boy/girl! [asterisked ms an equivalent te the
preceding]

I dare say!

I'll say!

You don't say?!

Are you ready for this (ene)?

Does a chicken have lips? [= "No'; cf. questions sbout the
Catholicity of the Pope]

Hang a Louie/Ralph. [= "Turn left/right®]

You koow that car you used to have? [What do you mean, "used
to’?]

a. You bet.
b. Sure. [= 'Thank you']
Baby needs new shoes! [Note: an invocation to Lady Luck]

I'vunhha-eul 'there] (myself) (, fella) [= 'I understand your
pr em

[Hurts?] I'l1 show you ‘hurts'. [cf. # 203]

Stop it, you two/ ??three/ *four!

-~ Bumanls Lk wee

2. Bragk it up!

b. Clear ocut!

I care?

Who's next?

Unhand that woman!

I don't mind telling you; I'm pissed.

And that's (absolutely) my final offer.

a. Up the I.R.A.!

b. Up yours!

Farcese Talmud student wishes to share spacious apartment with
same. [Note: the oddity is same. ]

Suffice it to say, he's rich.

For what it's worth, it's kosher.

Beats (({the) hell cut of) me.

[enrd-playing] I'm out.

I'm thinking mbout it

As long as you're here s mre you circumsized?
I've got you on the phone




411.
412.

413.

414,
415.
416,
417.
418.
419.
420,
421.

423.

424.

426,
427.

e
I don't think you realize/appreciate the gravity of the situation.
Bite your tongue!
Enock on wood.
It's a good Look, (even) if I do say so. [Mote: bizarre
poaition of stress]
Take my word for it, it's celd.
[initiating & discourse:] WNo, den't tell me. Let me guess:
Lady Godival
Guess who!
Do you carry gelignite?
Are you ready to order? .
Can I take your order?
Just (bring me) a glass of water.
Nothing for me, thanks.
Thank wou. Call again.
Yes! We're cpen! [sign on & closed shop]
Sorrgf Closed. [sign on a closed shop]

Back at [sign en closed shop at
4:00]

Thi= is my parting shot.

There's plenty more where these came from.
You're darn teotin® (that isn’t a garter snake)!
Wit till wyou m what I've done!

(Wait till you) get a lomd of these papers!

You know me, Miranda. ;

Well, no harm in asking!

a. Ho doubt sbout it.

b. Mo queation.

It's sbout time you got here?

I'd be happy/glad if you'd turn off that buzzer. [cf.: If you'd

turn of f that buzzer, I'd he happy/glad. ]

Step lively!

Stick "em up!
" Ome if by land, two if by sea,

There's no smoking in here, Mr. Curtis.

428.
429,
430.

431.

43z,

433.
434,
435.

436.

437.

40,

442,

2
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447,

449,
450,
451.

454,

455.
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Chimpanzees are forbidden in Hall, Ms. Goodall.
(Now) let's not get abusive, Mr. Harmom.

*
Hu:r:n;?uut some hash? [Query: Where on sarth doss the [2] come

What do you say {‘?:‘:: fgﬁat:ttaf: utm—n} ?
let's go to the store

I atand corrected.

Your money or your lifel!

That's him, all cight.

You'll take these and like it!

That settles it! No wore ice cream for you!

To be sure.

Take ten, boys and girla!

Swing it, honey!

Lst's hiave thei sgaini [= ‘*Piease repeat’]

That's nothing! [Wait till you see the next one!]

8. Calling all cars!

b. Paging Miss Steinemi

Hn;h::;m;?;::";::f the guts to mdwit that they cry at

And what will the lady/gentleman have?

Get your hands up!

As & matter of fact, ...

It's a deal!

I call that a great shaot!

0k, shoot! ["Go shead and speak’ |

If anyone can do it, Tarzan canm!

[A.'iu ‘{l;r:;::la]: dirty pig!] B: You're another! [Note: You too!

Not so fast, fellal [= either "Don’t do H
Pl b go/do that so fast' or

you belong
Why don't you people go back where { you came from ?

No kidding!? Izzat aol? [# 248]
(You) know something, honey? {I reall g
¢ [ ¥ don't think you should
wear green lipetick.) [ef. # 255-7 and 262; and n:ntr:at with

(you) hnow what?]



457.

458.

" 454,

REE

5§68 8

88

470.
4TL.
472.
473.

o N o heem W il wWhit Fl ins.
I atill any the wors 1 ip wAS W ‘ﬂ‘t loat in ite B
L]

reck? [I'd like
dangle our feet in the ©
Remember how We '-“'ﬂd B
to do that again.]

§ ¥ do P e
T exciting !'UI'PI.'ilB. pend two llars to Corm Porn roduc ¥
For an

Racine, Wisc.
Ho lisl

Let me at 'eml i i
I'm not exactly delighted with this situation either, ¥

t be used only by
les Huralt. [Hote: cmn : ;
m::dmt:mism ::nmmn at the end of & program duery

#hy on earth the present perfect?]
a. Sericusly, folks.
b. All joking aside,
1 ean {just) ses it mow:
1'd do snything for a fin.
That's Adama: A, D, A, M, 5.

That's 'Zwicky’, pot *Zickwich'.
ch—58 ick.
You're si , I, C K, & _ »
Would I cheat you? Look, Mike, this is me, Andy, your o
friend! Remesber me? oz
Pan American Flight 1602 now lomding at Gate N
All aboard!
Last calll

Once and for all -E
For the l=at time ) see

You owe it te yourself to try this exciting nn-ro::-lnduc’l
T .
You'll never Koow { just) how much T love you,

the expression.
that stioks, if you'll parden
I think - - York at Gate 251—TWA flight gz-7. [ef. #

folks.
me in the White House, ...

Now arriving from New
470]

And while you're at i, o= .

Do you think yéu could lend me a tenner until pay day

care ?]
: for snother dilled shrimp
s g T think of taking the last onel

1:: for aome of Acapulco’s fineat? lic:f. be
b ttc ted ; love, f ope's taste, etc.
le a ind to one an

Hello infout there!

Is there a doctor in the house?

T

B R

485,

AR

490,

491.

492,

493.

494,
495,
496,
4497,
438,
499,

502.
503.
504.
505.
506.
507.

508.
509,

510.

511.

512.

_23_

home
{Is (there)) anyone there 4
(in) here

[A: Thank you.] B: It was a privilege.
[Me want to live with you?]

[ef. Ia there

someone here?]
Are you crazy?

I can take a hint; I'm leaving.
Another country heard from!

that
Make mine n double, Harry.

it :
That's {all} I [= "This is the end’]

You ain't just whistlin' Dixie!

[= *of course not']

If you think I'm going to wash your socks for you, you've got
ancther think coming!

You make me {;E s (you and your (demned) Masonic
secrets) !

What say we take in a Japanese monster flick?

Eating just isn't my thing right now, ((do) you) dig?

I'm not Santa Claus, after all.

You're the patsy, get it?

That'll be the day!
How time flies (when you're having fun)!

You can't deliver that speech and resain in Minneapolis.
T wnat ha aisk ar th '

P S U T A o e
ings woulds't waver lihke Lhis.

If you need any help, 1’11 be right here in the next room.
May/can I help you?

Ready or not, here we come!

If you think of anything you want moved, feel free.

Let's hope he can do it this time.

We can’t all be Nomm Chomsky(s), you know.

A gentleman would have opened the door for me.

a. Where's the fire, buddy?
b. What's the rush, mister?

[ reproof]

{(Now) that's a (real) pancake!

As the old saying goes
As they say in France

y blood is thicker than water.
I kid you not!




513.
514.
515.
516.
517T.
518.
519.

521.
522.

524,

EAOE

526.

528.
529.
530.

631.

532.
533.
534.

535.
536.

537.
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Well, here goes nothing!

Where did you learn to kiss like that, baby?
It's the only way to travell

Once upon & time...

There once was a man named Oedipus, and. . .
They don't make thes like that anymore!

When they made him, they broke the mold.

rugg i - t
lnss against cless is what stmﬂ]rla wha ;
Thit:-;ggluia o[;u:.e:' ‘read with falling intonationm, this i= a quiz
queutinn;: with rising intonation it's a reclamatory questien or

an incredulity question]
Who cares {about your troubles)?
Suppose we gel on with this, gentlemen.
this']
Begging your parden,

Not meaning to bother/trouble you sir, but you seem to have a
seimitar stuck in your shoulder.

Wa don't use words like ‘barf’ at the dinner table, Susie.

[= "Let’s get on with

sir, there's a monkey om your back.

t two mnd two tﬂ!ﬂt‘l r?
Can't you pu E
a hole im the [mlll'ld ?

. You have to see it to believe it!
:. It has to be seen to be believed!

Can't you tell your ass from

] :
't mind saying so, I think that mﬂng_lauﬂdsr
Ifm i:ltmml:ackurt' lu::l:er room would be a mistake.

If you ask me, I think you should forget linguistics and take up
mah- jongy profesaicnally.

Dear Mom:

Sincerely (yours)

‘Regards

Peace :
Love/regards to Rex and Tillie.

Sure enough, that's just what he did!

sppwp

She's really sump'n else!

1f you're not headed anywhers in particular, maybe you could ride
along with me.

I could (Just) ery (,

a. Mot so roughl

b. Take it essy! . y
a. What's your plessure, gentlemen:
b.

I

it's so awful)!

Heme your poison, friend.
wouldn’t teuch that with = ten—foot pole!

e 7 L e T bl R e

533,
540.

542,
543.

544,

545.

547.

550,

e
What hole did you crawl out of?

What's this "Uncle Mike* business/stuff?
I'm with you. [= 'I agrea']
You shoulda smelled that room!
4. May I be the first to con
Prize in Linguistics?
b. Let me be the first to congratulate youl

[ef. # 254]
gratulate you on winning the Nobel

{Just) what do you intend to do about

floor? the garbage on the kitchen

(And) whose little boy are you?

Why, you brutel Hitting a poor old man {like that)!

What I'm thinking is:
maybe he'll go away.

Run for your 1ifal

It's good/great to be backl

Whistle? What whistle?

Given the way he drinks, it's amazing he's still alive,

You're not fit to clean the boots of a mam like that!
Welcome to the Villa America!

suppase we let him have the money, then

[Of course I trust him; he's a friend of Jack®

for me! s.] That's enough

Read and weep!

I could sure go for some lobster|

8. Have a seat!
b. Take a load off your feat!

Now then, Mr. Eatz.
You wait and see, she'll want me back!

8. Give us a dime, ol’ buddy.

b. We'll be seein’' ya. [Note: both d
: : b
a single spesker to refer to himﬂlf] He Dere are ussd by

i ((Have) you) m}
D*ya have

Bully for youl
Don't (even) ask!

some change so I can take the bus?

You think a dance hall girl was a dirty life!

proud. You ocughta he

a. It staggers the isagination!
b. I don't believe a word of thiul

This is really something!




567 .

670.
&71.

572.
573.

574,

575.

577.

579,
580,
581.
582.

583.
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I don't believe a word of thisl

Well, I wouldn't say that, exactly, ...
Do I have the pleasure of addressing Alex coufnrt“

If you'll excuse the intrusion, captain, I*11 go om with my work.

You see before you a young womsn who can read 20,000 words a
minute.
1 stand before you a chastered man.

Ok, Swami,.or whatever your name ia, we'll be back with this
Christ Conaciousness racket in just a minute.

up
(Going) { dm} o plesan.
What kept you so long?
My word!

Allow
Permit me to introduce myself.
I'm not forgetting
1 shouldn't forget our special guest star,

And of course Myron Breckenridge!

Don't get me wrongl
Take my word (for it)!

listen to
Well, look at you!
§ come now | :
Oh, t-::o-c, come , Sue, that isn't an oryx!

You must be satisfied, or your money back.

my
Give {.mr} “beat to Sally.

Little {m be [  know!

If there's one thing I hate, it's people with clemey hands |
It may interest you to know that hasburgers are harmless.
Would you happen to know where Riga is?

Unless I miss my guess, that's & Rhodesian ridgeback.

I hear tell that there's a strange creature in that swamp.
That*a what you think!

Ho shit! [falling intonation]

You double—croas me and I'11 be in the D.A.'s office so Tast
it°11 make your head spin!

A s et T Y £ 1 B R AP -

o

i,

584.

595.

547,

B17.

619,
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For your information, buddy, ‘fagget® is a fighting word.

—know what I mean?--pushy }

He's kind of pushy, if you know what I mean

He's se—how do you eall it?—male chauvinist pig.

as he put it
Altamont was, in his words ; & "bum trip'.

a8 he aaid

80 to speak
This i=s, in a marmer of speaking y virgin territory.

a8 it were

And at that point Robin, literally, crashed.

a. Shakel
b. Puot it there!

I'm going to get him if it's the last thing I do!

a friend
Take it from me You're wildl
Take wmy word for it: it’ll never be so nice again!

Do let's have an ice cream! [British]
£I.ilhm y you, that won't do! [Note: this is an address
use of you—also a MI
That*s nothing to me! [= ‘I don't care’]

R e
s good endaign Lo

Be s0 good as to

Have the goodness to
What say?
[British] Good geme, what?!
Come and get it}
Come what may, we'll atick together.
I got newa for you, sister.
What'll it be, ladies? [cf. # 175]
Heave hol
Now for a little fancy foot work!

come by our house at 4 tomorrow.

{Would you) llkl!} to join me in a cup of tea?
What made you ask about that?

Don"t try anything funny!

(Az) I wams sbout to say, guano futures lock promising.




621.

623.

BeS.
630.
&31.
632.
633.
634
635.
636,
637.
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When she fixes things, ahe really fixes things.
You (just) can't beat hot soup om & cold morning!

To my knowledge } _ e
ias the best brand o
{,f.h.ﬁln} i o i ni 01.1 on the market.

[calls in children's gemes]
a. Ollie, ollie, oxen freel

. EKing's x! :
2. -:;.iﬂ out, come out, wherever you arel .
e Ionm aml Peter Opie, The Lore and Langusge of

é-MIddldrgh children's Games in Strest and Playground)

Bound mnd round she goes, where she stops, nocbody kervowa |
Nice going! - B ;
It would be a good idea if wou kept quiet.

Get lost!
. ter, re her
imow who he takes after! [Speaker to her deughter,
Tw‘l'mﬂum, with intended reference to her son-in—lew]

whotte = Fine wny to behave!
That's B Tih k

Hang loose, boy!

" That's ecule! [= ‘that’s stupid/ewful’]

Are you seriows? [= 'L can't balieve that']

May I have your attention!
; ]
What do you say, Buzz? [= Do you agree/consent?’ |
You kwow something: Yyou read too many comic books.
You shouldn'a called me that!
Sounds good!
Start moving! Get going!
Nobody asked you to put yeur two cents int
i you find anything more, just remember old Putiy-Nosea.
You lookin' for m sock on the buttom? :
[A: I'm going to give it to him the first time I ses "iml]
B: Yeah? You and whe alse?
I suppose you've heard?
Den't take it like that, Tom.
While we're on the subject, 1 wish you'd stay home a little wore.
Well, for eryin' out loud?
He'll be here any minute.
You're a awell dish! I think I'm gonna go for youl
What's eating you?
If.I dou’t want te, I don’t hewve to!

673,

674.
675,
676,
BT7T.
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8. Leave it to me, kid!
b. Step en it
In a pig’s eye!
Guess I'11 call up Gwen.
You atay put, if you know what that means!
Oh, Tammy, I could love you to death!

[A: I ain't runnin!] B&B:

[Mote: Who said you were?!

stressed on were, although 8aid is also possible. ]
111 bring Tom back if it's the last thing I do! [uame o= # 601]
It is & problem that we, the public, must solve.

She's anybody's girl.

Congratulations (on your new book).

Eansas City, here I/we come!

Are you sick, or what?

Come on and be my party dolll

To each his own. (There’s) no accounting for tastes,

And now "Cinderella™, as told by Betty Friedan.

Beat of all, you can do it easily.

Little realizing that Tully was Cicero, Willard spoke epaguely.
You wouldn't want te insult a lady would you?

Money cheerfully refunded if not completely satisfied.

Five'll get you ten we goofed.

That's more than T can say for my filustricator.

[Jury foreman:] The Jury finds the defendant not guilty.

Mummy , Tr foot |

g [That's just a cricket bat wrapped with adhesive

No wore monkey business, ((do) you) hear /understand?
On to the preaidential palacel

Use your head!

James Beard at your service, madase|

For once in your life, do the right thing!

How dare you (enter without knocking)!?

(1) swear to God, I never touched the whipped cream!

I'm for going to the flicks. What asbout you?

think?* ] [= 'What do you

I"11 have no more of this generativiat talk.

b Hollywood
I'm no stranger to depression §




TOZ.
T03.
T4,
T05.

T08.

T10.
T11.
712.
T13.
T14.

715,

2L m -
¥ou wouldn't by any chence have a native apeaker of Samcan in
your class?
Behold the kingt
Get we a camel, and make it quick!
Get a move onl!
That's easier said than dene.
With friends like you guys, who meeds enemiea?

. Like it or mot, you're going to have a test on Friday.

Like father, like sonm.

The wore, the merrier.

Hut, two, thres!

Sound off!

I haven't the foggiest!

111 fix that guy's wagon!

Let = guy talk to you, will yal [Mote: two different readings

with different jntonations—request or challenge] alaso note
that a guy refers to the speaker]

Name one person who got ahead without a high school diplomal
1 should say not!
What's it to you!

Hera ‘Et“n:her
[A: Martin Gardoer!] B. Frﬂent rofeasor
All present and accounted forl
Mobody's perfect, (you ko) | :
5 mmaldntt NEve oy Soen, I'm sfradd

Pipe down!

prutt‘f as A picture
Momte Carlo is *pretty as Arles
Needless to 88y, ...

Let m
I'll.E worry sbout that stuff.

Anyone ever tell you you're cute?
Oh, let me have the strength to finish these lists!
If it's good enough for Gerry Ford, it's gocd enough for me |

Do 1 get my momey or not?
For one thing, -.-

What's the big idea?!
Mild? You wouldn't believe how mild!

For another, ...

T16.

717.
718.
T14.
T20.
721.
T22.
Ta3.

T38.

740.

T41.
T42.
743,
T44.
T45.
T4E.
T47.
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I won't go back! 1'11 kill myself first! [Mote: It's the first
that's in question] : gt
That goes double (in apades) (for me) |
I'11 be brief, Miss Sharp: We'd like you to be our dean.
In a word, no
Drop desd!
There, there, dear.
We'll be calling/talking to you.
How you're talking!
In you go!
Wash your car, mister?
This is your last chance!
It bears repeating that modern linguistics is structuralist.
I ean tell (that) you're on the lewel.
By George, she's got it!
I'1l teach you a lesson you'll never forget.
Let's have one, for old times® sake!
I've had it (with guys like that)!
It's enly a matter of time (until we find the elixir)!
You gotta be kidding! Mr. Mooney give you a jobl?

a. He's a real Republican.
b. He's a real fuck—off.

A: What do you call that little black bug? B: It's a flea.

A: What do you call earbonated beverages? B: I call them sodas,
but sowe pecple call them cokes, or pop.

A: What do you call your invemtion? B: T call it a
derivational conatraint.

Ten Tipa for Weight Control: Awvoid fats and starches. Exercise
regularly. Think thin. Keep celery in the refrigerator. ..

Suppose you come down from there. [= ‘Come down'; from the
movie, A Severed Head']

That takes the cake!

You'd better believe it!

You know it! [stress on both you and know]

Don't I knmow it!

Take care!

Wait a sec!

[A: Can I?] B: Sure you canl




T48.
T49.
750,
751.

752.
T53.
754,
T56.

T56.

T57.

T73.

T4,
T75.

T76.

T77.

TTB.
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Enock on wood!
Speak of the devil!
What with...and all that, T didn’t sleep a wink.

a. Will attack if arcused.
b. Will bite when challenged. [zoo signal

You're just unhappy, that’s alll

May I have the pleasure of thia dance?
Long time no see.

I've got your number!

meeting you
(It's (been)) nice to mest you '
Look here, fella!

You betcha!

. Suit yourself.

S0 there!

Where dees it hurt?

To wake a long atory short, ..

Search me!

Den't hold your breath!

Hold your horses!

Loak, nobody calls John Wayne a fascist, mot while I'm around!
That’s for me to know and (for) you to find out.
I would deem it & pleasure (if you would...)
Take a tip from me! ’

Famous last words!

Don't think I'm telling you what to do, but...
Don't get me wrong!

Whose socks are these on the living room floor? [not an
information question]

¥What is this junk on your bed? [mot an inforsation question]
Who knows? [stress on knows——why?]

i {tn know :.rou}
(It's (been)) nice knewing you . [the acquaintance does

. not necessarily cease after this utterance]

Why ch why are speech acts so hard to analyze? [cf. #Who oh who
did you see? etc.]

You heard what I said!

a. Is that a dumpling, or iz that a dumpling?
b. Can that guy fly, or can he fly!

B ]

T
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bos
780.  You're the {dm:m,

81, a. It won't mak
e me dopey or anythin i i
b. They wTre playing or something. e
€. If you're sick, or whatever, stay howe.

Not that he ever complained,
783, Not from me, you didn’t get it!
was just going to ask
™. 1 Just wanted to kpow } why he was crying

785. The transformati into 2
[Prim ‘the mi:" nto a werewolf isn't all

THZ.

an t i :
‘I was a Teenage Werewalf’ ] he minus side.
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In and Out in Phonology®

Arnold M. Fwicky - :
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1 Introduction. I don't know who the first person un: to use
the mr&- interpal and external in discussing argumentation ::d* e
evidence in linguistics, but whoever it was had an axe tull.{'_‘.n;id,g'}
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In fact, the history of discussions a Mhmm o
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£f by the other contri ators W ences .
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phonologists.
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linking sssusptions (what Rudolf Botha calls *bridge hypotheses®)

that will connect linguistica and the other field. If, for example, you
ars concerned sbout the existence of the phoneme as an entity that
requires an account in a phonological descriptiom of language and you
would like to bring evidence from slips of the tongue to bear on this
issue, you are chliged to give some account of what connects slipas of
the tongue and the abatract analytic object, the phoneme, and to show
moreover that slips of the tongue are in some way relevant to the
unalytic issue. Similar obligations ensue if you are chooaing a
specific feature system and you propose to appeal to articolatory,
acomstic, or suditory phonetics; you are obliged to supply the
assusptions that conoect the various subfields of phonetics with the
(again sbatract) enalytic framework being proposed for phonology.

A third place in which the internal/external distinction appears
is in choosing, within a given theorstical fremework, smong alternative
accounts of essentially the aame facts. What I just said sbout chooaing
emong theories goes in spades for choocsing alternative accounts. In
this case you need not only the linking sssumptions and a way to
determine relevance, but you also need to ascertain that the facts in
queation are relevant to these particular analytic choices—mnot just to
phonology in general, but to the particular problem at hand.

At this point, I'1l discuss briefly, and without giving any mctual
linguistic forms, a problem in the analysis of Sanskrit that has
exercised me for what seems like an eternity pow, nasely what's
sometimes called the rukd rufe. I'm going to have to call it the
ruki pheposesan, because what's al issue is whether we are dealing
with one, two, three, four, sixteen, or whatever separate casea, each
requiring its owm independent description in a phonology of clasaical
Banshrit. The ruki phenomeson involves the sppearance of a retroflex
/a/ rather than a dental /8/ in the enviromment afler the segments
/ruk i/. Now, most phonologists hearing this for the first time are
somewhat taken aback by it. It would mot have cccurred to moat people
that these segmeits =lght comatituis 2 natural clasa. The literature
includes quite a pusher of analyses which ssaume that theae four
nmhl do conatitute a natural cless, as well as a pusher of
challenges to this sssusption, these giving rise to various suggested
reanalyses. For exemple, the proposal of Allen (1954) is essentially
that thers are three separate rules, ceusing retroflexion after /r/,
palatalizalion after /i/, and velarization after /k u/, with all three
types of affected /s/ realized as /a/. Vennemann ma. (1972) groups back
/k u/ with palatalizing /i/ as retracting segwents, versus retroflecting
/r/. Duvid Stompe has suggested to we grouping /k u r/ together as
retracting segments—sssuming that retroflex segments in general are
classed as back—versus front /if. And one of my proposals (Zwicky
1870) grouped the sonorants /r v i/ ageinat the cbatruent /k/. The
unity of the ruki clasa has been defended in turn by several writers:
for instance, Vennesann himself opts for a natural class position om
ruki (waintaining that the four segwents are united by their scoustic
effect of "lowering the frequencies of the energy concentration in a
following a'), while Sommerstein (1973:53f.) argues that they are juat
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large class of what have come to be called 'functional explunations’ in
linguisticas are a posteriori (KEaye 1978): They do pot clalm to predict
that the phenomenon in question must have occurred, but instead they
claim to provide some sort of after—the—fact insight into why language
should be the way it is. A rich collection of ‘external® explanations
has been provided (and challenged) in this area; see, for instance, many
of the papers in Groswman, San, snd Vance (1975).

Next, a few words sbout why linguists are so exercised sbout these
mutters, sspecially why phonologists are (it is alwoat impoasible to
lock at work in phonology without an issue of external wvalidation of
some sort appearing). I would like to say that the problem in phonology
is that there are aimply so many alternatives availsble within
alwost any existing theoretical frumework, and consequently that it's
very hard to believe that the sort of evidence usually classed as
internal could decide smong the alternatives.

The sort of evidence that is without question internal deals with
alternation and co—occurrence in the forms of linguistic
units—the alterpative forms of morphemes, words, and possibly phrases
{in the case of phonology), as well as the restrictions on the
occurrence of phooological units, within morphemes, words, and phreses,
with respect to one another. Almost always we are dealing with what are
in fect = Findte muber of ilems (granted, a rather large finite
pumber), distriboted within domains that are also finite, mo that in
most cases that have been comsidered in the phonological literature it
would actually be possible to list all of the alternative forms, and
list all of the relevant domaina, and stop there. Such an analysis
wouldn't be in any wense explanatory, but it is at least conceivable.

What I'm suggesting, then, is that there comes a point—and it mey
come fairly soon if you're hard-workiog—at which you've easeatially
exhausted all available evidence of the alternation and co-occurrence
types. All the relevant facts are probably in hand, but your
descriptive framework atill provides a very large pumber of alternative
degeriptions. That is, I see the peed for so-called external evidence
in phonology as one arising from a real crisis in analysis.

Halle (1978) heas maintained that if you look hard encugh, then
simplicity in the apecial techmical semse of generative gromsar will in
fact decide such issues for you. In this paper Halle discusses issues
in the description of three languages (Maori, Turkish, and Finnish) and
claims that analyses which had been argued for on so-called functiomal
grounds in fact would be supported by technical simplicity argusents
alone, and consequently that the functional considerations were
irrelevant for the purpose of deciding smong alternative analyses.
Halle here introduces a consideration that I haven't yet officially
discussed, namely, some brand of simplicity. Simplicity considerations
are pof ruw facts about the phonology of a language; we're not
talking about the nusber of ways in which a particular morpheme can be
pronounced or what the privilegea of cccurrence of some phonological
unit are with reapect to its neighbors.
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relevant in the case of the ruki phenomenon. My earliest unalysis
(Zwicky 1965) required both featurea. As a result, it is favored or
disfavored depending on its fit with quite general assumptiona
concerning the nature of phonology.

The next iwo considerations make a tight pair. The firat has to
do with the completeness or exhoustiiveoess or cosprabensive—
ness that we require of an account, and the second with the dagree
to which it's confirmed by evidence within the language (including the
extent to which there are 'independent’ lines of evidence). The idea
here is that we favor the descriptions which cover all of the
potentially relevent facts (or at lesst as many as possible) and we
favor those which have lota of confirming evidence within the language
and relatively little disconfirming evidence. I don't have much now to
say about such considerationa, though I sumst mention a horrible problem
in this area; namely that of distioguishing counterexsmples from true
linguistic exceptions. This is the type of problem that does not arise
for physiciats in the corresponding situation; for them, there are
counterexamples and that's it. As you all know, languages have real
exceptions, plenty of them in fact. But when we are talking sbout what
confirms or discounfirma a description or theoretical proposal we somehow

have to distinguish the plain old linguistic exceptions from true
anomalies.

Next we come to simplicity in a nontechnical sense (the sense
in which simplicity is treated in the philosophy of science, not
necessarily the sense of aimplicity to which Halle alluded, though they
are not unrelated). I refer here to considerations having to do with
the number of primitive concepts or terms, with the nusber of
hypotheses, with the relative internal complexity of hypothemes, and so
on. It's almomt impomsible to find an argusent in phonology that can be
unpacked without sowme reference to simplicity in a nontechnical sense,
and the importance of aimplicity in this sense has nothing to do with
whether or not an analyst subascribea to something like the Chomakyan
evaluation wetrie, Consider the ruki pleudwenon. Woat, safter all,
would be wrong with saying there were four different rules? Why is one
better than four or two or three or sixteen? Unpacking this sy
leads you to a set of assumptions sbout the desirabilily of relatively
simple accounts. What would be wrong with saying that the rule(a) take
/a/ es basic and derive /s/ from it? After all, the set of nos—ruki
envircoments is small in comparison to the set of ruki environments (see
footnote 1). However, the relevant Sanskrit forms fall into two main
claases—those showing /s/ in nov-ruki environments and /s/ in ruki
envirooments, and those showing /s/ in all euvirooments—ao that if /s/
is taken as basic for the firat class of forms, some way must Le found
to distinguish alternating forma with putative basic /a/ from
nonalternating forms (which always have /a/), for the reverse-ruki rule
muat apply only to the former set. The upshot is that the basic—/s/
analysis will necessarily be more complex (in one of a musber of
different poasible ways) than the basic—/a/ analysis.

Now I muat cbserve that as I continuwe through this list of
considerations relevant to choosing linguistic analysesa, it becomes less
and less clear that we are dealing with matters that are in fact
internal to linguistics, or to phonology. Appeals to simplicity could
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I should point out that plausibility considerations play a role
not only with respect to linguistics and the mllied disciplines, but
alsc in treating some subarea of linguistics as against others.
Suppose, for exsmple, we're working within a theory in which allophonics
and morphophonemics are distinguished and we're talking about
morphophonemica. Then questions of phonetic motivation are at several
removes from cur domain of inquiry, being directly relevant to
allophonics rather then morphophonemics. As far as morphophonemics is
concerned, phonetic plawsibility is an external consideration, and we
need the same kinds of linking assumptions that we need if we are Eoing
to connect phonology te, say, aphasia studies.

As it happens, these last observations are germane to the ruki

problem. There is every reason to think that the ruki phencmenon is
+ To begin with, the alternations in form invelve two

segments that are clearly different phonemes in Sanskrit (they are in
contrast in non-ruki enviromments). Next, Eiparsky {1973:61-3) and
O'Bryan (1974) have observed that the alternation between /s/ and fgf ia
exceptionless (subject to a general proviso I'11 mention in & moment )
when the /s/ is suffix-initial;? the many lexical exceptions all involve
the failure of retroflexion within a morpheme. The retroflexion(s) will
then make crucial reference to mworpheme boundary {in Eiparsky's
treatment, to the derived character of forms) and would as a result be
classified as worphophonemic. It also appears that /8f and f8/ within
=OT pivwes are ot distributed by rule but simply supplied as part of
lexical entries.

0'Bryan notes further that all remaining apparent exceptions to
retroflexion are forms in which a retroflex continuant, /g/ or /r/,
follows s/ within the same word. There are then po lexically
marked exceptions, and my (1970) argumentation is quite beside the point
(even if a eredible linking assusption could be pressed into service).

Bear with me for one more chapter in the ruki atory, for not all
the wysteries have been solved. 0'Bryan concludes, correctly, that her
arguments permit the ruki phenowenon to be described by a single rule.
But they don't require it to be so described. What licenses the
description of morphophonemic alternations with one rule, twa, or
sixteen? Phonetic plausibility—which figures so prominently in the
literature I cited earlier largely because it is problematic—will
have little to say in the matter. There is the fact that /ruk i/ are
equally exceptionless in retroflecting morpheme—final /s/, but that fect
is not of much moment: we don’t expect many instances of lexical
exceptionality in conditioning (as opposed to undergoing) morphophonemic
rules, so that the exceptionlessness of every Sanskrit worphese in the
environment of the rule is not surprising (there are cases of
exceptionality in conditioning--see Coats (1970) end the survey

discussion in Kenstowicz and Kisseberth (1979: 394-400) —but they are
not common) .

I can imagine facts that would bear on the question, but I don't
believe they are available in Sanskrit to point one way or the other.
Consider the suffixes affected by retroflexion, and recall that we are
dealing with a morphophonemic rule. Suppose that Rohbinson (1975),
Skousen, and the Natural Generative Fhenologists (mmong many others) are
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correct in believing that morphologized rules are ordinarily learned in
connection with specific morphological categories, and not as
phonologically conditioned operations; in this case, there would be &
set of rules, each referring to a specific affected /a/-initial
morpheme. If different fa/-initial morphemes were subject to different
morphological conditions on retroflexion, we could msk whether each

of these diastinct morphophonemic rules applied identically after the
four segments /r u k i/, or whether there were differences between one
rule and another with respect to the effect of these four segments; a f
simplicity argument could be constructed for or against the unity of the i
ruki phenomencn in these circumstances. But, alas, the retroflexion has

no conditicns of the sppropriate type. It seems irritatingly free of
morphological conditions as well as lexical exceptiona.

One final shot, harking back to my (1970) squib. The retroflexion
of /s/ after /k/ is "surface true', in the sense of NGP: There are
simply no /ks/ sequences within words in classical Sanskrit, while there
are /ra us is/ sequences. In a desert of usable facta, this
remaine—/k/ is different from /r u i/ in its combinsbility with /a/,
while there seem to be no significant merphological or phonological
similarities among the four segments. I view this as & standoff,
perhaps an everlasting one, given the unavailability of true native
speakers for the collection of possibly relevant external evidence.

4. What is to be done? Now to turn to some prescriptions and
warnings. My first two prescriptions have to do with plausibility
considerations that are "external’ but within linguistica.

The first is the prescription not to assume that phonology is
parallel to syntax. We have po right to assume that the principles of
argumentation that are appropriate in syntax neceasarily carry over to
phonology, that decisions about theoretical matters such as rule
ordering in one domain carry over to the other, or that the formaliams
appropriate for one domain are appropriate for the other. Let me say a
few words about each of iLhese points in turn.

In Zwicky (1973) I pointed out that there is an asymmetry in
argumentation between phonology and syntax. If you have shown, for
exmmple, that certain classes of English subjectless imperative
sentences ought to be analyzed with underlying structures having a
second-person subject, you're entitled to infer that other imperative
sentences also have such underlylng structures, even though the
particular sentence you're locking at might not have the kind of
evidence that led you to this analytic decision in other ceses. In
phonology, as a rule, you can't do that. You're not licensed to move
from a demcnstration that a particular inatance of the diphthong /ai/
has some underlying representation (let's say /I/) to the position
that all inatances of the diphthong /ai/ have this underlying
representation. The difference between syntax and phonolegy in this
case has to do, I claimed, with a difference in the nature of the
domains, syntax being infinite in the appropriate sense, phonology
finite. In any case, I think it's fairly easy to see that some of the
arguments you can make in one area do not carry over into the other.

E
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work—but there are still significant gaps. [ am surprised that
phonologists generally don't adopt the strategy of actually listing,
shead of time, all of the phenomena they believe might be relevant to
their analyses.

Finally, T would like to repeat the prescriptiom that linguists,
and particularly phonologists, supply the assumptions that bridge the
subparts of linguistic description and that connect linguistics to the
allied disciplines. I don't think my 1970 discussion of ruki and
exceptions is at all extraordinary in its failure to show how the
‘proffared data are relevant to the analytic imsue. Nor do I think that
such potential lines of evidence should just be eschewed on the grounds
that they're "external’; as I argued at the beginning of this paper, I
think phonological analysis needs all the help it can get. But it needs
real underpinning, not cardboard props.

Notes

*This paper grows out of Zwicky (1981) and material prepared for a
seminar on methodology and argumentation at the Ohio State University in
the spring of 1981. It was originally presented at the University of
Michigan in May 198]l, as part of a series on evidence in phonology
organized by Richard Rhodes and Peter Benson; I have not tampered much
with its conversational tone. This is the version of 2T August 1981.

Lictually, these four segments represent a good many more. */u/’
stands for a short vowel phoneme and & long one; for fof, which
functions like /a + u/ in Sanskrit; and for /ew/, which functions like
/a: +uwf. '/i/" similarly stands for /i i: e ay/. “/r/' atands for
syllabics, both short and long, as well as for a nonayllabic retroflex
segment. /k/ before /s/ is the product of neutralizations affecting all
palatal and velar stops (/c < j % k I g /) and certain instances of
the fricatives fp d/. /8/ remaina after nmsals, the vowels i;a B‘:;\ﬁ’
labials, dentals, and /t/ (the neutralization product of t t" d 4% and
of the remaining instances of /s d/); the liquid /1/ does not occur
before /s/.

s who know Banskrit might wonder about stes—initial /s ™ a/f
alternations in compounds and prefixed forms; they are remarksbly i
irregular. Kiparsky (1973:84-5) argues that in classical Sanskrit these
alternations are to be described separately from the ruki phenomencn
proper (in some cases the alternation appears even in non-ruki
enviromments ) . :
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05U WPL. 32.46-62 (1986)
Forestress and Afterstress®

Arnold M.Zwicky
The Dhic State University

i f the form

1. Introductory remarks. ?f the many combinations o

! i 1ish,! some have been classified as
mt:n-p-mm"' " ?Hd :rdjmdf {:‘h;ﬂy tres, doctor’s dilcess, black
board) nth.eraluu phrases, or syntactic groups {family affair,
doctor's office, blackboard). Aside from orthographic o
considerations, thers sre two main criteria for :lasu{icu:tlm P
whether the combinatien functions as a word or as a phruel, 400
whether the cosbination has primary stresa om its first elemen

its second.

iterion (a), which relates the classificatien of combinationa
in Bn[?ll_.:; to a -Erii;r (though inexplicit) ;_gmarnl thnor:_p of {llfw
structure, was favored by the great trad‘ltu.:c:ml g‘ruﬂrlanaf A
'anlish, This approach treats as compound ‘a cmh‘in?tiun a
more words so ms to function ms one word, and & unit {Jefpe::j’ainCh .
1942: sec. 8.11), 'a combination of two words forming a Lm1;: Mt
not identical with the combined forms or -ﬂ_ningx of 1t:‘ ';t A
{Eruiainga 1932:sec. 158l), or ‘vocables which, thl:ua:hamﬁ " Bl
as single words, are made up of two or more clen?fnts : @ e
alsoc be used as a separate word; (Zandvoort 1?85.;&::. ﬂllii.
approach is subject to the criticism that notions like umit are

intolerably vague.

appe od

i i which als to a putative symptom of wordho

Ve : phf-:;:;:ﬁni.ibi:m language, was favored by Aserican structuralist
l:r':lmrian- enalyzing English. The position was clearly emwmciated by
Bloomfield (1933:228):

when hear lesser or lesst stress upon a Word which
;H.:l;.l].d :J.u:;:.:hw high stress in & phrase, we describe it as a
compound-member: Ice—cress ["ajs— krijm] is a w@, but
fce cream ['ajs Vgrijm] is a phrase, although there is no
denotative difference of meaning.

; : ch (b) was
2. History: largely strocturalist. Approa ! -
elsborated, and further symptoms added, by Blech and Treger (1942:66):

a compound is a word composed entirely of smaller worda. The

r-iifferm.ms betwesn a compound snd a phrase (a ayntac:;ic
construction involving twe or more free f-_:m} ?mt 13
determined separately for each language; if no forma
characteristics can be discussed for distinguishing between
them, then the language has wo compounds.

In English, compounds differ from phrases in the phonemic

modification of their cosponents, in the kind of juncture "
between them, in the stress pattern, or in a combination o

Lol -
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these festures. Thus the compound blackbird differs from
the phrase blsck bird only in stress; the componnd
altogether differs from the phrase all together in both
streas and juncture; and the compound gentlewan differs from
the phrase gentle man in streas, juncturs and modification
of the second mesber from /man/ to /man/.

Note that the only formal feature common to all three of theic
examples is atreas.

In Trager and Smith (1951), the stresa patterns are factored out
03 suprasegmental morphemes called soperfixes: ™ is & word superfix,
** and " phrase superfixes illustrated in Long Island and long
island, respectively. They treat the difference between the two
atressings of fce creaw as "simply two differsnt dislects® {73),
bul posit a 'shift morpheme’ moving prisary stress forward from the
final constituent in & construction., The shift morpheme is seen in
T ddu't koow and f doo’t kuwow as varisnts of I dan’t kodw,
and also in kftchen sfnk as & contrastive stressing of kftches
aftk (" fixture in the kitchen’) or kftchen sink ("an ites in
an inventory of itess in the kitchen®).

Both types of criteris have been reviewsd by Marchand (1960:sec.
2.1), who waintains that stress is criterial for cectain combinations,
while the *underlying concept®—the nature of the syntactic or
semantic relationship belween the elements in & combination--is a
significant factor in others. Quirk et al. (1972:1040) consider
prosody, lexicalization/productivity, semantica, and worphological
properties all as relevant:

It is usual to emphesize the distinction betwesn the word,
where convention and semantic interpretation fix a stress and
rhythm which the individual canmot alter, and comnected

speech, where the dispositiocn of stresses is subject to the
speaker’s will and the meaning he wishes to convey. There is
much validity im this but it must not be pressed too far, aince
it depends on m much sharper distinction betwesn phrases and
(compound) words that English gremsar and lexicology in fact
warrant. It will mot do to say that initial stress ...indicates
compounds, and final stressing...the syntectic phrases of
connected speech. We have seen compounds like jdmn‘:tu'rs
which (despite wimilarity with phreses like jdown the

'street) we would not wish to snalyze as phrases. And,

j#2i11 'life (in painting), which is usually stressed in BrE

as though it wes a phrase, shows that it is a compound in having
a different plural (s#il] lifes) from the aimplex noun
(Iives)...50 too there are initisl-stressed phrases that
linguists do not normally regard as compounds, since (as is not
general in word formation...) we are as free to form such
scquences as we are to form eny other kind of syntmctic unit:

(1) The Iutrmd;m IPid‘iha’

hes gene well.
The !cabbage reeding
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. ibution provides a firm
est that ‘the stress distribu | "
m.‘;mmd;ft:n“gum g not between compound m:u,l ph{':ﬁgbu:ii:ﬂi?;?
underlying relaticns between the juxtaposed item’, ;:._u P
‘Vigy ifactory vs. (toy 'factory, 'Bull (fight vs. , Ael.
' 'ﬂ?; "Framh jteacher va. |Fremch V tpacher, and 'slate
: . .

ﬂw VE. *’}atg ’mof,

tory jomal. Nearly all :
. Hisf : largely tranaformat g ve
trmn. f:r-ntionnl treatments of phrases and compounds ; hﬂitl::*iﬁ.m
Lees (1960}, follow Blooafield in taking stress to :: er o

Thus, Lees ii-itu. his study of compounds to combinations

forestress, although he chaervea that

i that some transformation rules in the grammar
! : ?l:.fj}:rpz:;:hl:rtin the kind of ﬂt‘w}’:;rtﬂt::::.;::::,t::’:
| b?::"uﬁn:;w"cnz: ;u?};:’;i;lta:“uhich geem to differ only in
- 1 a
| i :b.'-l.l ope respect, as for example, Jﬁd.:mrszrﬁ::h::pu
: Midison Avende, or dpple cdke vs. dpple p h.‘ b S
' individual morpheme is characterized by always tak -
moo-pul i one of a small pumber of {amtax:tl.f.:} June :
i trod:;:n:.:tn:ﬂtbs sequence by the tranaformation itself :.ned "
;I;el.din; then, by phouclogical rulas  in tha -:::r.:um :
Chomsky, Halle, and Lukoff [1956], the app::v[;:ut = mth,e
| This view is supported by the fact that, a 5 rtreltio
suthor’s speech, all composites in ~gtreat : ok
compounds, while all in —svepue and -ple are rw:;m
inal pl;rnnﬂ Theae favored junctures would P
e mmably, be overridden by certain cm!:rucl:imu, so '
o .mr-l:ﬂ:IrI and docter could combine to yield J‘!mt.b a
it and s nominal phrase, but from diffez_"mg .
source-sentences by two different transformational rules, say:

(2} a. The doctor is a woman. ——» wiman déctor

b. The doctor is for a woman. —2 wéman ddctor  (120)

: appen reconsiders his earlier r.-o-plate_
epm-u::mmnf furﬁznsslﬂd-ﬁmn) ; mds and n.ftsr!tmu-ed phru:izhj::ntmg
’I:Iut (a) it treata “TE' lynmmup:ir?hr:.: ;m:ileﬂ::?'h ol
ess in i :
' 't“;tuﬂeh;m afteratressed cui:'-inath_am !.Hca young f:::mulﬂd
mn.!' prodigy, only the former having adqus:.-tn_ral proper i L
: ' E-:‘.; :'l: fails En give an account of the oy i gui ty ufe::raaan.
i legal docusent and logical fallacy. Accordingly, e
b develops the ideas in the long quotation ahuvei .ugf::‘! £
ompounding transformations might assign bath mma 5 Cednaatoa
cfterutms while the shift of elements from predi Aidglrig
i . ition i.m:-ariahly-gialds afterstress. He then ;:uruf o P
; l’:m of afterstressed combinations pa:ullallng aomie: nﬂf el
' u}P:':raatresud coshinations treated in the main body
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This proposal by Lees, that compounding transformations assign
stress pattern (or, equivalently, thet stress assignment rules
consider earlier stages in derivations), is developed further by
several suthors—by Lees himself in two 1970 articles that attempt to
reduce the nusher of source types for compounds, by Gleitman and
Gleitman (1970:ch. 3) in the context of a psycholinguistic
investigation, and by Levi (1973), who is interested in the derivation
of combinations like electrical engineer, parallel to mining
engireer (Adj + N va. N + N: My claim is that both the loglical
structure of these two NPa, and their derivations are precisely
parallel, up to the point where certain compound—initial nouns are
converted into derived surface adjectives® (334)). The significance
of ‘nonpredicate adjectivea’ like electricsl in electrical
engineering Tor transformational analyses of English wes apparently
firat pointed out by Bolinger (1967).

Levi has explored such data in a musher of other publications
(1974, 1975, 1977, 1982), with a book-length presentation in 1978,
She distinguishes (1978:1-8): ‘complex nominala® frem m number of
other compeund cunstructions-—exocentric combinations, whether
metaphoric ([ladyfinger), synedochic (razorback), or coordinate
{participant-observer); compound proper nemes like Jstanbul
Hotel; and adverbial compounds like potential enemp—and divides
the Comples pominais into three types:

(3) a. ‘pominal cempounds’ like apple cake (forestressed
H+N) ;
b. ‘nominalizations’ like presidential refussl and
metal detection (afterstressed Adj+N, forestressed
N+N);
€. nonpredicate adjective constructions like musfes]

elock and electrical engineering (afteratressed
Ad j+N).

She does not address the stress question, however.

A survey of the literature on the semantics of {forestressed)
nominal compounds is to be found in Zimmer {18971) {supplemented by
Zimmer 1972b), where there is also a criticism of all positive
characterizations of compounds (by a listing of types or by a listing
of compounding rules} snd some discussion, further developed in Zimmer
(1972a), of m necessary conditien for compounding, the existence of an .
‘appropriately classificatory’ relation. Zimmer (1971) includes an
appendix on afterstressed combinations, with criticism of Marchand's
treatment. Zimmer observes that there is ‘a great deal of dialect
variation which is not compatible with the neat distinction [betwean
tranpositiconl derivation, involving no addition of semantic elements
and resulting in phrases, and semantic derivation, involving addition
and resulting in cempounds] that Marchand proposes’ (C19), that some
examples do not square with Marchand's distinetien in any event, and
that Marchand refers to "implicit contrast' to save his snalysis.
Zimmer concludes:

Given that there are a lot of idiosyncratic facters invelved in
the compound we. nominal phrase distinction, it is probably




R s AT R L R R e

- B0 =

1
atill true that the ralutiomdiﬁ::ﬁ:rfxn&eﬂ i: m:-in
phrunwnrs fii a..:?dcci:;::;du do seem to have a greater e
::;r;mcr to becu-l.‘: idiomatized. Hnn?"vtr, it :ﬂ:ull: appear

iti f a relation’s being "appropr ate
2'1':.3‘;?:::::;3 applies to most nominal phrases as well as to

compounds . {c13)

The Lees positiom, however developed or transmated, invelves

tours. Consequently it is at
tional prediction of stress con _ A
:rm;uwfarnﬂm reatrictive theories about the rnh*iimi:%mim
= tak and phonology, which would require that on !tri ol
ﬁﬂnﬁln in syntactic surface structure can wu:mii1 P::nf:lnn i
rules (the Principle of Superficiel SRR T, oy onaley and Holle
ety u.dhurp o trictive theory: they
to & more Tes
(1968: secs, 2.1, 3.9) ea st Ry 11 e
assume that differences corre
i Etn:t:ﬂ' {which nre Ha) and phr?nu {uhi:h E:
s, & xnt stress assignment rules need be sensitive un]i:d::“i“
Irt’r:lf;n:n-gntmtic distinction Mm1mu?-££;:tl:m foa
for those comb :
o o5 S 1 95 28 s e
analysis is also a.dup:t g
ﬁl.;?j..‘iﬁdji?-mj;: to the :ritlclm‘wt forth by Lees and ex
on by Schmerling (1971}, who concludes:

ipatances stress
i o - oo the choice of head or sttribute, in
s by syntactic characteristics (whether the attribut “t. .
g :‘ficiu]. form of an adjective or a noun). There ough
g -ﬁ that capture these generalizations. In utgarh,u;:;s
s st o seomertic proerty f SV o,
c sunds= t to be ca £ ch 1
}ﬁv:;:-t ﬁ‘;j;'g:luumt is sometimes predictable should noi
make us try to predict it always. (60-1)

A signiicant fosture of the Chomsy/Tells LR (L rnan
i ominence ten o
n:::l:::;p;m?:zm}. both for compounds and phrm:“ ﬁ];.mtim
foreatreased N+N combinations and afteratressed iy e
n::u.r freely as conatituents of hrrmar mﬁmﬁlﬁjﬂ”
it Sovem .tM:H lﬂal;.azzlri:::::i than a?.i' in an afterstressed

& mOTE :

'mmdt v lﬁ. whale-oil lsmp, and American in Americas = =~
Bhistory continues to be less heavily stressed than T il 1
foreatressed compound like Awerican history ;jm.tmy}_ =
a syntactic combination like tfeach J.-on:al:i s st o
Chomsky/ Halle analysis generates (a potentin n;d R
numerical values for stress levels. Liberman e
problematic feature by a system in which only r«: a e .
asaigned, but the easence of the SPF treatment ltep';\lr:ﬂmﬂ B it
e i oae Stress Rule (afterstress) for phrasal categories,

Stress Rule waentreﬂu‘] for lexical categories.
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4. Analysis. I will now assume, with essentially all of the
writera cited so far, that there is an unmarked, "normal’ or expected,
stresaing for particular combinations. I will also gssume that the
relevant internal structure of NPs, that is to say, %:. is as follows:d

() i
n{’)\\_
Adj N

(An E marked [+POS5] is one possibility for the position.) The
unsarked stressing for the constituents of N or W is then afterstress.

Three types of word-level constructs are at issue: N+N,

N'stN, and Adj+N. I will assume that all three types are

syntactically Nzs; all three will then be lexicalizabhle, and we can
expect both productive, novel combinationa and semantically
specinlized combinations. This sssumption is not innocuous, at least
in the case of N'sN and Adj+N combinations, since formally
identical m?.mtinm occur at the phrasal level: N's#N
constituting N, with N's as a determiner; and Adj+N conatituting

It seems clear that the unmarked stresaing for N+N (dianer
table) is forestreaa, but that for N of the shape N' &N
(artist ‘s wodel), or Adj+N (American history) the unmarked
stressing is the same as for R er W, respectively, namely afteratress.

The standard treatment of these latter two cases, the possessive
and adjective constructions, is to assume t atress is assigned to
them by the same principle that applies and ¥, indeed to assume
that these combinations are instances_pf N and N. But ¥ and W do not
freely occur in word-like units: an N like the gir! or an N like
many friends is simply impossible as a constituent of an N.

Kather, the only N-like or ¥-like things serving ss constituents of an
N are those that alwo function an an N.

Indesd, this restriction en the combinations that occur as
word=like units is one of Levi's (1977, 1978:mec.3.4) lines of
evidence in favor of N as the dominating category. Her other
arguments appeal to principles of affixation in English (the prefixes
post-, ex—, anti-, sand pop— adjoin to simple nouns and to
complex nominals but not te indisputable NPa; the same is *-m of the
suffixes -fsf, —fan, and -({ic)al), the internal asyntax of
(predicating adjectives cannot intervene between the components of n
complex nominal; complex nominals require a determiner, just like
isolable singular common count nouns), and the fact that complex
nominals are anaphoric islends (in the sense of Postal 1969).

The proposal is then that an Adj+N combination like Jegal
document is ambiguous because it may be either a morphological
combination, an N, or m ayntactic combination, sn W. Much the ssme
can be said for N'stN combinations (although Levi classifies these
all as Wa): ap artist’s model is smbiguous between a reading in
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to argue in such
it would seem preposterous to me ; -
Nwrl Trn{h:?dﬂlm first word is an Adj rather than Bi N L There ar]_i.ke
efm forestressed umlu-—wauliveflmt W}ihmm
m};f and garden party and attributive c:’p::‘;hmrnllg
jand-—and there are some Ngs l:h._ut seem to L
ﬂr”::ted with foru:tm-, like man in the nt'r.rﬂ:n;tive Ccompoun
:p:“nn. . s m' ‘ﬂrfuati.::‘m:i:n;r um: attributive
rﬂwﬂlnit! it thnwt N-E-t}‘Lﬁinl, are afteratressed, and tr!i- is
: “::m that extends to novel l.::i!.il:_ntiuul liket:ﬁ;:unce
mmﬂl“mr .p!:riar bidet, and gorilla attendant ‘attendant w

a gorilla’.

i is not particularly
of compounds of material, it
eaay g :?; i?:.numth:- associated with the um::mi::é:{‘.
ﬂtrtn ‘P::d. combinaticns in pﬂnulluuflmtiu and : 1Ir ,
% et Still, it seems clear that, as wu:ﬂll::;bmt:vnh-
iscuss wonan doctor Versus
dnun di:-:‘tn:‘f ::t:ﬂntcr;ﬂchnmurin the meaning of certain
aod:imltiml‘yw know which stress pattern they get.

: fterstressed
exity is that there are some A :
: h:]t:?dm “11{ under w;f Ithe irmﬂ]}i:‘;:x?t;:u far
H ture window, bousehold cleanser. s
dmim Pf-:rurn t.it:h!t: backseat driver, group Imumam mwa
J:‘:nd. a moderate pumber of others., These 1 a8
lmiml.t:;d stress. For them I extond A':

A", There ||;e some lexical entries of the form T_f+bl] and some
" of the form [Wf].

Fina ensi be in order, given
imilar ext on of B may nT_.lu e

he large :i:u: :f afterstressed compounds nt]};h_a":}oun 't'-t!u.q/

. their first mesber: for inatance, student & .Jn‘/wtrainjn;. a

':'Ij'rc.f Iiu/qu/m:w‘pim/pow/mwlt/mt/t.mj e ol
fh: range is coensiderable here, and I see no “ﬂidﬂf.d -

:ﬁ compuunds with the three semantic classes cons b Y

I A 'iimtin?:rﬂr:?r:.:; aome other nouns,

mmﬁ:ﬁtrmtmﬂmy ¢, seem to fix stress in the

same Tashion as studant.

Before entering a new arena of complexities, I will sumarize
[
the analysis so far.

ﬂm] and some
lexical entries of the form [B+
v E}'?h;ﬁr:“[:+ 1; for the remainder, the positien of ;
stress is predictable. i ¥ i
i .. Street), :
5 ﬂrt?ill;:l;?:i:i:tff:::dyﬁn its i‘irﬂt conatituent; and
“ 0
S eci student),
fic nouns Ny (e.g.,
4 cert#‘:*;;?ci' :t':-enad on its second t:ol'llti'!.uerlt.

[jm?]
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[Hy+Ha] with stresa on its second constituent is associated
with* one of the meanings ‘Ng composed of the material
Wpe)' (iren bar) ‘Ng belonging to Ng' (government
commission), "Ng located in Ng° (b.n‘}w television

set), "N, taking place in N."‘ (swmwer holiday), or

‘Ng who h a Ny’ (bechelor uncle).

These three principlea deacribe the cases in which the position
of atress is determined by the individual nouns involved or by the
meaning of the cosbination. A™ notes the existence of completely
idioaymcratic atressings; these of course take precedence over all
general principles, including those in B® and C*. Principle B' refers
to specific words and takes precedence over the more general semantic
principle C*. Principles B* and C' take precedence over the

principles referring to morphological structure, which I sumsarized at
the end of section 4.3 above.

4.6. A weakening of the branching conditiom. In my discussion
above of the branching condition (section 4.1), I maintained that

forestressing was normal only in uwniformly left-branching structures.
That is trm,git fi t ing is often ewhkwsard svesn lu these
structures. bt logiee requirement is what principle I" predicts

in the way of pelative stress levels if the compound is parsed [[law

dg'md regqui t/. This is certainly a posmible streasing, but
1 dm;u reguiresent is also a posaible (and perhaps even .t:rn

natural) nmwa%tmtivu tressjng. Principle I" siwilorly predicts
only [[[constitiutionmal law] ] reg tf, but pimary,
ltruqnnn reguirement or even degree——coostithitional law dagﬁa
requirement—is not unmatural. In general, when the first
constituent in an N+N combination branches and the second does not,
there is more than one noncontrastive streasing. This effect can be
obtained if I" only eptionally stresses a branching first
constitoent., I" wust atill obligatorily stresa the first constituent
in cases like Jaw degree. The reformulation:

I*. If the second conatituent im y [ N + N ] doea

Em] [-FROP] [-PROP)

not branch, then stress the first constituent—obligetorily
if the first constituent does not branch, optionally
otherwlae,

ni‘tuﬂtrnmnrv.mn sgem to have h.wimli in some

of these cgues: seat driver ( re mob de driver)
and I!:ru p!;nt pi:lr {compare tain }, for inatance.

4.7. The rhythm rule. There is still another alternation
batween forestress and afterstress in compounds. Schmerling

(1971:63—4) mentions an alterngtion between afterstress in predicate
compound adjectives (([t’s) brand abw,

) and foreatresa ‘hﬁ
adjectives appear in prencminal position ((m) b n:*h:}:
). The phenomenon has been known for some time; a swssary in
Bolinger (1965) indicates that ‘Jespersen credits James Elphiston with
having noted in 1765 the rhythmic shift of stress in words like
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itten
i in, for example, the laws wrl
'umflﬂﬂt. fﬂr:LJ:'I ::; ;T:;& oin written' (139) mrdvlt:tz many
“ﬂ{‘:l:rﬂli:l (1978: 176) , citing (Jjust) Fourtéean

dinkerrowm
i 114l d (guite} unknden versus ; ke
Fﬂ?;ﬁ;ﬁjiﬁiaﬂu to Daniel Jones; Jones (1960: 262-4)

in
ke i ing monomorphemiec proper nouns, a8
{f examples, some invelving e
I:;mn‘::: ?ahtim} versus (the traim Ffor) Waterl

that the alternations
from these few pxamples o
i Itn’hn?arh‘ii:gtﬂn:l; compounds, though they do :ﬂ:;t E;I;:r
Tu:nd compounds Like Ohio State and r_-ba.r.?’ J::h e e
- jonally, but preferpbly) to forestresa in : B i the
E'EE; St-tmt'r‘tm g oy Jd:anﬂlfuiﬁu m:lnm.optiouul retraction, :
b d:i i:?-::;:,“;h rar_‘::t literature on ;-ur;:;iml pl;:;nob':npf
it takeai up with:this mu.r'c::-_ltulaE 1;?_%5’ oo de
known: see, inter alia, Liberman and Pr..::;ﬂ ol n:r g e
o e 079: 424-8), Prince (1983:31-46). For m BUrPSlSt (0 op
gﬂl‘- Rule 'lill'ljply A {rulrl:overnad} perturba tern
compound stressing already discussed.

Another sort of perturbation in the

¢ i ptrastive stress, a8 in
streas patterns of compounds arises from co ik =

cake reRs treas predicted by the
t rather than the fores . e
l;n: diir’mnad shove. In Apple pie is mthmu;‘f::ntrnn .
e P;i: apple pie has forestress rather thu?mh :"H gt
pri“ipln‘thpm“mtmr i B "z:q:n(:d'gn he :t:u-ad. but that the
fenera t of a © igh
l.ln-ln:iuf :t:l;u ntt:r than by the prlncip;.u‘:;::mi: ::: -
:‘tl‘ﬂwlﬂd e e ¢ B'Pﬁl::inl tmlt-:l;:ﬂctu correctly, that
therwise). This trea i
Sotfeative Shrentog o ke of st Ao Tt
nce :?..H?ﬂfiﬂr:: s listener to work out what eould be being
Bl

conveyed by a form like mud pie or béy wonder.

5. Final remarks. 1"I3'_ proposa
that the distinction between coupgr-md: and Plfh:' B ikl
syntactic and ‘orphaltl[iill q,'rw:nu|'n:T|tl'.:\‘mhrﬂ"'-llﬂ‘I 'hl“ P r sasumed that &
cons phon i conaeguen . urthe
urtt:'uizlzww:{i“hu: for any given speaker, one basic stress

“ttﬂrll c ress ttern 18 & L] BN 11]‘
’.th"r .5 ] W!lm lexica
» that the bui st patie i

built on the aamumpt ion
oy es is to be made on

by rule, i -
with the compound or predicted from the linguistic context) o
either themselves predicted by ml:hich case @ stressing has special

by speakers (in i ; sl
::-Ifr::iyv:ﬁ:muhuf iﬁn not the one predicted by rule}. The

ical
in queation refer to gru.—u_ti:sal categories, to mﬂfn:umlﬂt}
ttr:cture to specific words of English, “d'r;ﬁ iy 1
meanings .aumintud with the mntﬂﬁ:.“ Lol i
aequen that more S excep .
rmd::mi“ u::f‘{:n:‘:lnck} more general ones. Aparently, we pesd &
P

least the mbility to state ex

ceptions to exceptions, and possibly more

)

e
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than that. In additien, by trying to state gemeral principlea [ was
led to sbandon the (structuralist and orthodox generative) position
that forestress is the norm for all compounda. In this analysis,
forestresa is the expected case only for certain classes of compounds,
those covered by the first clause of principle B® or by principle I*.

In its reference to general principles, much in the style of
other gemerative proposals, this analysis might seem to go against the
spirit of Bolinger's (1958, 1972) streas proposals, in which stress
(on sentencea or on compound words) is assigned by speskers according
to what their purposes are in uttering those sentences or words and
according to the information content of the words involved. 1 have
emphasized the conventional sspects of the system for compounds, but
this does not mean that considerable latitude is not available to
speakers. [ am inclined to think that this latitude is wuch greater
for phrases and sentences than for compounds, but even for compounds
there is some fresdom.

I am not suggeating that the rules I've referred to are
all utterly arbitrary, without communicative rationale. Some aspects
of the system have natural interpretations in terms of implicit
contrast. The idea here is that certain itess are atressed becauss
they are salient; they are in contrast with a number of items from a
large set, whereas the less stressed itema with which they occur are
not, usually serving as unmarked representatives of a whole class of
items. For Marchand (1960:sec. 2.1), implicit contrast explains
forestress in bdokstdre, Adroware stdre, and other compounds with
the urmarked head noun store, as opposed to hirdware ewpbrium,
biok whrehouse, and the like; the less stressed sfore is the
unmarked (and semsntically least specified) representative of a class
of nouns denoting commercial buildings. Forestress in Sefth
Stréet and other proper street nases with sféreet in them, versus
afterstress in Sefth Avenve Fldce Térrace/Ldne My Clrcle, could
be explained in a similar way, with stréef as the umarked (and
semantically least specified) representative of a class of nouns
denoting thoroughfares. The forestreas of Srazil] adt, as opposed
to the afterstreas of most combinations with proper nouns as parts,
could be explained as an implicit contrast of Brazil to the first
elements of peanut, pistachio put, hazelnut, mscadamis pot, etc.,
all of which have forestreas by regular principles. As a final
example, afterstress in combinationa with stwdent as their first
element might be attributed to the occurrence of such combipations in
contexts where various aspects of students are under consideration, so
that only the second element is salient.

Implicit contrast is (part of) a plausible sccount of the
invention of, or historical change in, certain forms. The case for
direct reference to implicit contrast in a synchronic account of
English is less clear. Perhaps the position of atreas in combinations
with street is simply learned (rather than calculated from other
facts about the language and the context of use), and must be
indicated as a property of the word street in modern English, as
in principle B'. Similarly, the fact that Brazil nut is
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‘oreatressed might alse be learned (rather than caleulated :I'r:l:dnther
:ﬂh sbout the language and context of u:fe}, and must b-&_'.[il:l = a8 an
wsweeption in a description of modern Bnglish, as in principle A".

The larger lesson, on which I do not think h:‘inﬁ; m:: Lﬂma
lisagree, is that speakers of a language must both be - e T -
‘and behave sccording to) genmeral principles smd also :l": <gramgen
‘0 deploy linguistic resources strategically. Where we disag -

-!'s extent of the linguistic conventicns at work in one case,
itressing of compounds in English.

Hotes

¥This article is dedicated to Dwight Bolinger and was urir;;:.lly
witten for a Festachrift in his honor. This i t!ne veraion o o
farch 1983. The material here is based on an earlier bihliagralpluli A
'orﬁtren‘ and afterstress in noun cmtrwi:tsi::: :: ﬁltiﬁ,“z“nﬁm“ |
: ial support of the Roya . _
mrﬁm :'uund.ntim during the early stages of thia m;-lc is
pratefully acknowledged. The influence of many :ﬂ-ﬁﬁﬂ mdm“
uggestions by Stephen Isard, Christopher Lonyguet-Higyens, )
'l:gnm tnut u.l{ of which I .'r:.u:re taken and moat of which h:ﬁ Il::-_nu '
ﬂrni:mtiug for over a decade now, runs throughout the article,

v ogiani_a__ a. Fuelshi Dol inger swd Bohart Less,
wes Aa imﬂ.l. ANUCU L CLITIONE bW R R e

IThe exsmples that follew are nearly i.l! nominals, buti wmy
liscussion can be extended to parnllel adjectival and verba

e E!li:h"and Trager, and nearly all later Americen writers om the

i including generative
subject of stress levels in English (inc g S
shonologists loy a four—level transcription: P &
e -:i ;-::a::iw. with unsarked syllables underatood E
sesk. British linguists (following Danmiel Jones) and Bloomfi e
transcribe only three levels: ‘primary and ,secondary, wi j
umarked ayllables understood as weak. Fnrﬂt:'leaaad {wrd-li:he
combinations are “° in Awerican transcription, |Jn Eri.E.iruh, -
o ratreased (phrase—like) combinations include and in B
! Il in British. 3
h:.!ri i i::rna.l astructure is considerably lesa complex, and one
bar level smaller than, the proposal of Jackendoff 1977. These
ions ffect the points at issue here. ; ;
o a.red: g:: -ﬁ that clearly have developed adjectival
unes for some apeakers: fun .tg Lgmﬂy_} fup time and
mons 11y} monster billboard. ‘
wE ht:u.:e {;:i.ih-gatel]r stated this principle in such Lmr;:lhnt
the direction of determination is not settled. It mﬂﬂ whireal®
sither as saying that if you went to express one of at = n-:;
choose afterstress, or as saying that if yeu choue afters res t',t:t
expreas one of these mesnings. All that it says, w‘tqlfuith o
theas meanings mnd this bit of form are regularly associa

ancther.
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The Principle of Phonology—Free Syntax:
Introductory Remarhs*®

Aroold M. Zwicky
Ohio State University and Stanford University

and Geoffrey K. Pullum
University of California, Santa Crusz

0. Introduction. The theais we examine here is that the
phonological rules and the ayntactic rulea im the grasmar of a natural
language work independently, and that all the linguists who have proposed
some kind of "interpenstration” between the two domaine have been in some
degree mistaken. We are interested in articulating the strongest version
of this informally stated position that cen be convincingly maintained,
and in conducting a critical exsmination of easentially all the

linguiastic literature we are awure of that contains arguments against our
poaition.

Why we think it is important to do this will be explained in the
next few sections, but first we must state more exactly what it is that
wWe oppose.

The simplest explication of what the syntactic and phonological
parts of a gramsar are supposed to do would say that the ayntactic
component determines the order in which words may be placed in sentences
and the grammatical structures associated with particular orders and
combinations of words, and the phonological component determines what
promunciations are asscciated with particular structured sequences of
words that the ayniax says are well-formed. Although we think this simple
explication is basically ecorrect, the trouble with it is that it makes
our position sound like a truism, as if po one could possibly disagree
with it. But in fact dozens of linguists have disagresd with it,
eapacially siice interest in the precise apecification of the form of
grammars and the interaction of their rules first became a dominant
feature of linguistica in the late fiftiea, and hundreds of descriptive
problems have been exhibited whose solutions seem at first to involve
violations of our theais.

The problematic classea of data we are referring to are those that
suygeat that facts about how a word is pronounced are influencing the
operation of the rules that determine grammaticality. More teclhmieally,
they suggest that certain syntactic rules have to make referemce to
properties of linguistic units that receive their interpretation in terms
of phonetic predicates. We wish to argue that in such cases, appearances

are always misleading, and in fact no syntactic rule ever refers to a
phonetically defined property.

Even when our view is expressed in these alightly more technical
terms, it may sound rather self-evident. FKatz and Bever (1976, 28n), for
inatance, suggeat that phonetic conditioning of deletionm rules ought to
be ruled out in principle as a matter of philosophy of science:

- 83 -
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presupposing a great deal already in speaking of "grammars," "languages,"
"rules,"” and so on; we therefore make a few remarks of a methodological
nature here.

To begin with, we must make it clear that we do not regard the study
of human language aa identical or reducible to the wtudy of the crganism
that uwses it. A straightforwvard reading of some of the statements of
generative grammariens who have talked about "the rules of mental
computation” (Chomaky and Lasnik 1977) and “the biclogy of gromsars®
(Lightfoot 1982) might suggest that not everyone makes such a
distinction, but we believe that in practice virtually every serious
student of linguistica does and must make it.

It is commonplace to agree that properties of the human orgeniam
such as its atriking limitations of short-term memory or its
susceptibility to speech production errors musl be omitted from the
idealized model of human behavior relative to which we evaluate
linguistic theories. A theory of English grammar and semantica that
characterizes (1) as gromatical, end true of the sequence "85327." is
not generally taken to be false simply by wvirtue of the fact that English
spenkers appear bewildered when they are confronted with (1). This, if
it is accepted, is enough to establish that there can be facta about what

speakers do with their languages that are not fects about those languages
themas] ves

(1) The 7 follows the 2 that the 3 that the 5 that the 8 precedes
precedes precedes.

It is, of course, quite difficult to tell from raw data of
acceptability whether we have hit upon an indication that some rule of
grommar ia in effect or whether we have discovered some regularity in
what the speakers of the language actually do in certain situstions.
1 if we keep very clearly in mind what we mean by the terms "language,"
"grammar,” and "speaker,” though there will still be occasions on which
we are uncertain sbout matters of fact, we will at least not be tempted
into the incoherence that results from failing to distinguish the study
of languages from the study of language usersa.

But

A lenguage is a specified collection of objects (sentences), each of
which is a structured sequence of other cbjects (words) and each of which
has associated phonological and semantic properties, A grossar is some
algebraic construct interpretshle as m definition of such a collection.

A grammar, in the broadest sense, constitutes m theory of the logic of
the relation between the meanings and the ayntactic and phonological
forms of the expressions of the language. Like any theory, a grammar is
not something that can be located in time or spmce. And this is all the
more true of a lenguage, since it exists only as the collection whoue
wemberahip ia defined by a particular grommar.

Speakers, however, exiat in space aml time. They have lifeaspans,
sizes, bhirthdays, whims, beliefs, and imperfections. It ought to be very
, clear, therefore, when we have atopped talking about the abstract ayates

of a language or a gramsar and begun talking about the speakers of a
| language and what they do. But in fact meny proposals have been advanced
in linguistica that involve a failure to make this distinction. Perhaps
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most notable is the development of the theory of "varisble rules”™ by
It.l:;“ (1870, sec. 2). If a speaker of a language in which the copula ia
optionally cmissible chooses to omit it in B3% ?f cases when talking to a
stranger and in 95X of cases when talking to friends, that is a
potentially interesting fact about the speaker's interm_:tinn patterns,
but it is not a fact sbout the language or the grammar in our terms, and
cannot be. It concerns a speaker who interacts with other people at
specifioble times in definite locationa and chocses ome alternant rather
than snother with some determinate frequency.

ckerton (1971) and Gazdar (1976), among others, have correctly
criti:iud the iheuri' of "wvariable rules™ for Ilmildins such ootions into
the grammar. The point here is pof that linguistic vearistion lacks
system or structure, or that theories of variation are imposaible;
rather, the claim is that several distinet, but interlocking, theories
are peeded if we are to make sense of what huppens when people talk.

The reason we atress the distinction between grammars and speskers
at this point is that importent decisions made below will depend on it.
In particular, we will need to draw a distinction between rules of
grummar and fendencies in dealing with a wide variety of seta of
facts; and we will need to distinguish rulea of grawmwar from other
regularities in the linguistic practices of speakers.

The statement of a rule of gremmar will be algebraiec, not
statistical, end will concern the definition of sbutract objects that
have no temporal or spatial existemce. The statement of a tendency will
have the exactly converse properties, being a statistical statement sbout
actunl language users in real situations. The stotement of a linguistic
practice might be atatistical or algebraic, but in either case it
requires easential reference to situationa of uttersnce or to the
intentions of interactsnts, usually to both; see Morgen (1978) wnd Green
(1982) for arguments that statements mbout linguistic practices should be
distinguished from rules of grammar.

Coulaider, to iliustrate these points further, the influence of the
unlikely category of chronological age on gremmatical agreement. :
Commider first the case of Hindi. As the age of a person increasea, it
gets more and more likely that others will refer to that person by means
of the plural pronoun wee rather than the singular promoun weo in
Hindi. But this turns out to be because chronological age is (in
general) correlated with reaspect, in the sense that greater respect (in
the special linguistically relevant sense at least) is shown te the old
than the young within the Hindi-speaking culture. The grammatical device
of using plural concord features is exploited in Hindi as a kind of
surrogate honorific system.

We would say that the correlstion between the age of a person and
raference to that person by mesns of a plural pronoun represents a
tendency, not a rule (because the regularity is atatistical), snd a
linguistic practice, not a rule of grammar (beceuse a contextual factor,
the age of the person referred to, im a term in the regularity, and

because an intention on the part of the speaker, to express rﬂpﬂct'ﬂ::r

the parson referred to, is a condition on the choice of pronoun).
rules of yrammar involved, for example, the rule of wubject-verb
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agreement, are concerned with definite, nonstatistical matters like
whether the features on the verb match those o the subject NP, and
nobody's age affects them at all. The grasmar of Hindi apecifies only
that the two pronouns are smong those availsble in the language, and that
particular pronouns require agreeing forms elsewhere in mentences.

It is instructive to compare this situation with a related one in
Achenese (spoken in Indonesia; see Lawler 1977). In Achenese, a verb
takes a subject agreement inflection determined partly by whether the
referent of the subject NP in question is younger or alder than the
speaker. While the determination of & person's chronological age is an
empirical matter, of course, the grammar of Achenese is perfectly clear
and definite: if the subject NP in a clause is a pronoun from the "older
than speaker" set, only the "older than speaker” verb agreement
inflection is gresmatical, and correspondingly for the “younger than
spesker” set. With nonpronominal subject NPa, the verbal inflection used
is the one appropriate to the promoun one would uee to refer to the same
entity (a cholee that a communicatively cospetent speaker will base on
chrenological age insofar ms the requisite data is available). But there
is no tendency for age of a person to affect verbal inflection in
sentences mentioning that person. Instead, the grammatical rule of
subject—verb agreement, which is precise amd nonstatistical, refers to a
grammatical category which, as a matter of linguistic practice, is
employed in a way that relates directly to chronological age.

2. The interface program.! Our model of syntax-phonology relations
derives from m set of more general assunptions sbout the nature of
language atructure (and therefore also about the nature of yremmars) that
are familiar frem the work of Chomsky. Hale, Jeanne, and Platero (1977)
provide a convenient summary of what they term the Autonomous Syslema
view of language structure: "According to this view, langusge consists of
a number of distinct aystems, each possessing inherent principles of
organization that sre essentially independent of factors relating to any
other linguistic system or to extrslinguistic considerations" {378). We
thies distinguishable assumptions here, and although Hale et al.
speak about "language,” the assumptions seem to us to be shout the form
gramsars wust have if they are not to misrepresent the complexity of
language.

The first assumption is of modularity: m gromssr consists of a
number of modules; we shall refer to these as camponents,

The second mssumption is that these components are pamuns fors,
distinct from one another in the mense that the representations and
internal orgenization appropriate for one component in a grasmar will in
general be different from the representations and internal organization
appropriate for another. We will make the standard sasumption that each
component functions te relate a small oumber of types (usually two) of
linguistic representations, which we will call its terming]
representatfons.

The third sssusption is that each component is aviopamous,
independent of all the others, in the sense that aapecta of one component
will not depend upon factors appropriate only to another. What this
assumption means for grammars is that rules in one component of a grasmar
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The interface model [is] inadequate. An interlocking model ims
required which will allow phonological rules to reach further back
in the derivation smd mix with purely syntactic rules. The
syntactic and phonological components cannot, on this view be neatly
separated out. Instead there is & trensition zone in the derivation
where both syntactic and phonological rules are relevant.

Tegey (1975, 5T71) is just as explicit in his claims:

.».m atrict separation of phonological from ayntactic processes is
not possible. In fact,...the usual asswnptions of current
linguistic theory that phonological processes apply after ayntactic
ones and that syntactic (trensformational) rules need make no
reference to phonological information camnot be maintained.

Rivero and Walker (1976, 100) speak in strikingly similar terms:

Standard generative approaches to the structure of a gramsar require
that all syntactic operations take place before the application of
any phonological rules and that phenological conaiderations do not
constraln transformations. Evidence has accumulated, however, to
show that this is too atrong a restriction on syntectic rulss,
Syntax utilizes information created Ly the rules of the phonological
component .

An even more extreme claim is that of R. Lakeff (1974, XVIII-40). She
asmerts that in the theory she calls "generative semantica™:

Very simply, there is no separation of levels: a single, highly
abstract, underlying structure underlies the sementics, the syntax,
and the phonology, and further, syntactic inforsation may be used in
the statement of phonological or semantic rules, snd conversely.

And this undifferentiated theory of rule interactiom has by wo means
seemed as undesirable to everyone as it does to us. Traugott (1977, 90),
for instance, appears to regard the position Lakoff takes as both
desairable and uncontroversially eatablished as correct:

Particularly promising for pidgin and crecle satudiea is the fact
that, in keeping with some of the most recent work in linguistics,
dynamic wave theory is based on a theory of language that insists
that the structures of languayge can themselves not be forced inte
totally discrete categories. Just as no abscolute boundaries exist
between a trade jargon and a pidgin, none exist belween sewantics,
syntax, phonology, and lexicen.

2.2. Expresaive power. Views in which no demarcation at all is
accepted between (say) the syotactic and phonological components of a
grasmar are relatively far from the center of the spectrum (though not by

. ADy means upcommon; we can quote many others in connection with specific

issues relating to the syntax-phonology interface). In general, however,

it ias clear enough why there have been moves toward abandoning eutonamy
nasumptions. Autonomy assumptions are a widely accepted way of
restricting the expressive power of grammars (a topic we return to in
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section 2.4.3 below), and thus natural candidates for being relaxed when
ways are sought to extend such expressive power in the face of empirical
evidence that cannot be otherwise accommodated.

A simple exmmple of a move of this sort is the relaxing of
assumptions about the syntactic and semsntic components that introduced
the variety of tranaformational generative grammatical theory known as
the Extended Standard Theory. Active—passive pairs like Maoy arrows
didn*t hit the target and The target wasn't hit by many arrows were
perceived to have different understendings. The basic sewmsntic roles of
arrows and target were unchanged, but the relative scope of the
quantifier and the pegation element seemed to be different. Therefore,
relaxing the then—current sutonomy assumption that permitted only the
deep structure to be input te the semsntic rules, it was proposed that
the deep atructure and the surface structure should both be scanned by
semantic rules (ses Chomsky 1972a, 103-6). The analogous relaxing of
autonomy within generative semantics was the introduction of derivational
constraints sensitive to both deep and surface structure (G. Lakoff
1971, asec. 2)., In both casea, no a priori undeairable weakening of
linguistic theory would attemd the relaxing of autonomy assumptions if
the acceas to different levels possessed by different rules could be
shown to be prescribed on a universal basis; but in fact both Chomsky and
Lakoff Lased their argusents entirely on English facts, so in practice,
though not in principle, their proposals are exsmples of theory—weakening
through the relaxation of autonowy assusptions.d

Given the possibility of incremsing expressive power by removing
autonomy restrictions, it is possible to regard permesbility of the
syntax—phonology dividing line ms san advantage of any theory that
sxhibits it. And, indeed, we find Huddleston (1973, 353) criticizing
stratifieational grommar, which adheres to the IF and entails a very
rigid dividing line between syntax and phonology, and citing the ability
of T3 to handle interlevel geperalizations as a positive point:

Within a TG framework [interlevel] generalizations can be expressed
by means of redundsncy rules in the dictiomary, but [stratifice—
tional gresmar] does not allow for their expression...Exsmsples of
this kind seem to me to present quite compelling evidence against
the stratificational hypotheais: the theory is based on an
assumption of o much greater independence of sesantic, gramsatical
{or syntactic) end phonological phenomena than canm be empirically
Justified.

Examplea Huddleston cites include the selection of more and
—er as the comparative marker in English sccording to the oumber of
ayllahles in the compared adjective and the phonological reduction of
auxiliary verbs in English when they are not followed by a movement or
deletion site. We do not regard these ceses ms constituting ewpirieal
Justification for relaxing autonomy sssumptions; see our discussion in
Pullum and Zwicky (1984). We see it as essentinl to permit such
relaxations only to the minimum degree possible. Our strategy,
therefore, will be to search for potential counterexemples to claims
inherent in the IP, but also to exemine such potential counterexamples
with care and in detail. What we hope to be sble to show is that in all
the hundreds of cases of putative counterevidence that cem be found, the

SR

beat analysis of the facts is sctually compatible with the IP. To the
extent that this cannut be shown in particular aress, it will be our goal
to amend the model as conservatively as possible, so as to extend
expressive power only as far as the facta force us to, rather than
accepting the counsel of some of the quotes given above and allowing
in}tr]ml relationships of any sort whatever to be stated by grommatical
rules.

2.3. The PPF8 and PSCP. The specific propoaal within the IP that
we are defending is that the theory of gremsar prescribes that syntax and
phonology constitute autonomous components. This is a claim sbout the
grammars of all languages.

But how can a claim of autoncmy be defended or attacked? According
to the discussion in Zwichy (1984), which we will not reproduce here in
detail, if two components are autonomous, then we expect no forward
interactions between them, no backward interactions between them, and no
duplication of principles between them. And we expect them to be
nonunifors.

For the ayntactic and phonological components, the hypotheais that
there are no forward intermctions is the Principle of Phunology-Free
Syntax (PPFS) of Zwicky (1969):

{2) PPF3: No syntactic rule can be subject to language—particular
phonclogical conditions or constraints.

Although a great many potential counterexamples to the PPFS have
been put forward, it is our thesis that the PPFS cen be maintained in its
strongest form, which has guided moat research on grammatical theory (in
o variety of theoretical fremeworks) during this century and is in fact
regquired by other assumptions within certain of these frameworks (as
we arguad in Pullum and Fwicky 1984).

For the syntactic and phomological components, the hypothesis that
there is no backward interaction is the Principle of Superficial
Constraints in Phonology (PSCP) of Zwicky (1970):

(3) PSCP: The only syntactic conditions or constrainta on
phonological rules are those referring to surface structure.

Like the PFFS, the PSCP has been subject to meany challenges; and
like the PFFS, the PSCP has guided grammatical research in a variety of
theoretical frameworks, in some of which it is a necessary consequence of
other assusptions (again see Pullum and Zwicky 1984). Here too we
maintain that the sutonomy of syntex and phonology cen be defended
aﬁ:i“t apparent counterexamples; Haisse (1985) exsmines a number of
t .

Now consider the degree to which syntax and phonology exhibit
pomuniformity. Several types of principles that are pot cbviously part of
syntax—notably, those concerned with the placement of clitica and with
the internal organization of morphemes within words—seem "syntsctic” in
character; in particular, they often assign hierarchical structures
apalogous to constituent structures in syntex (hence the title, The
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Syntax of Words, of Selkirk's 1982 book on morpholegy). On the other
hand, theas very same types of principles also seem to have a
phonological cmat to them: word formation rules can be constrained to
apply only to morphemes of certain phomological shapes, and (in the case
of infixation and reduplication at least) they can perform phonological
operationa; cliticization rules are often claimed to be subject to at
leaat one sort of phonological constraint (lack of stress), and there are
phenomena that at first glance look like "endoclitica® (Zwicky 1877),
parallel to infixes. [t is clear, then, that word formation rules have
some properties of syntax and some of phonology, and it is at least
arguable that cliticization rules do too. One might be tempted to
conclude, therefore, that syntax and phonology are not totally monunifors.

Word formation ond cliticization also seem to be interactionally
intermediate between syntax and phomology. Although sany problematic
cases have been put forward, there is at lesst some support for all of
the following generalizations, which locate both word formeation and
cliticization after syntax and before phonology:

(4} Cliticization after syntax: No syntactic rule wmust crucially
apply after some cliticization rule.

{5) Word formation after syntax: Mo syntactic rule muat crucially
apply after some word formation rule.

.(E} Phonology after cliticization: No eliticization rule must
crucially apply after some phonological rule.

{7) Phonology after word forsation: Ko word formation rule must
crucially apply after sume phonological rule.

Like the PPFS and PSCP, these generalizmtions are by no means
universally sccepted (though we would propose that whem (4)-(7) are
properly formulated, they are correct). Proposal (4) is implicitly
rejected in many analyses of clitic phenomena. Proposal (5), the
Generalized Lexical Hypotheais of Lapointe (1980)—"No syntectic rule can
refer to an element of morphological structure"--was conspicuously
rejected in early transaformational gresmar. Proposal (6) goes against
standard assumptions about phunology mnd cliticization, which often have
cliticization contingent on lack of atress. Proposal (7), which prohibits
word formation rules that are comlitioned or constrained by derived
phonological representations, is the orthodex asswmption of generative
gremmar, though it is relaxed in level-ordered phonology (Riparsky 1982).

2.4. Metsconsiderations. We now collect our metatheoretical
reasona for favoring the IP, and for defending the PSCP and FPFS in
poarlicular: because these assumptions are valuable as part of a reaearch
strategy (sectiom 2.4.1), becsuse they fit with proposals sbout the
nature of the syntactic component (2.4.2), because they can contribute to
limiting the expressive power of grammatical theory (2.4.3), and because
they are compatible with hypotheses about modularity in dowaina other

than grommar (2.4.4).
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recursively enumersble sets of strings whatever that do not have
transformational gromears as defined by this formalism. (The technigque
is to uwse transformations to mimic the computationa of a Turing machine;
see Bach and Marsh (1978) for a simpler proof of the same result using =
rather different technique.) What this means in its starkest form is
that every langoage, attested or imaginary, ias a language with a
transformational grammar of the sort described in Chomsky (1965) or
Lasnik and Kupin (1977); ashandoning sose, or even all, autonomy
assumptions could not posaibly lead to a wider clasa of lenguages being
deseribable.d

The imposition of the PPFS will generally meke no differemce to this
situation, for the proofs of "transformational cmnipotence™® generally
trade on the option of having as many arhitrary new terminals or
nonterminals as necessary and on the power of deletion tranaformations.
If we take any grammar containing a rule that clearly viclatea the FPFS,
we con construct snother that generates the some lenguage (weakly and
strengly} but does not vielate the PPFS.

In fact, a stronger result is easy to prove: if the phonology
defines a recurasive mapping, and the ayntactic part of the theory can
provide a grasmar for any recursive set, then for every grammar that
violates the FPFS by virtue of making a reference in the syntax to some
recurasive phonetic property of constituents, there is an equivalent

grommar that does not violate it. The proof is straightforward, and we
merely sketch it.

Let C be the set of constituents generated by the ayntactic
component of some gremmar G, snd let P be the set of phonclogical
representations of comatituents in €. Without loass of generality, we will
assume the mapping M from C to P is a fuoction. Suppose there is some
recurasive subset P* of P whose members meet a particular phometically
defined condition. Then there is some subset of ¢, call it C*, that is
mapped onto P* by a submapping of M. Since P* ia recursive, we can decide
mombership in it. Since the phonological component defines a recuraive
mapping, we can decide for an arbitrary member of C whether its image is
in P'. This is equivalent to deciding whether it ie in C', hence C' is
recursive. But in that cese, since the theory providea a grammar for
every recursive set, we can give a syntax for C' directly. Hence for sny
syntactic rule conditioned by m reference to the property of being in P*,

we can give an equivalent purely syntactic account that makes no memtion
of P*.

An example may help for readers who prefer not to view things so
sbatractly. Consider the case of a grammar containing a movement
transformation that cbligatorily moves to the beginning of the sentence
the higheat constituent that begins phoneticelly with a bilabial
consonant. Imagine that the language has an optional rule of vocalic
prothesis, so that knowing a constituent has & bilsbial-initial word as
its first word at the underlying phonological level is not sufficient to
determine whether it should be moved. This would be a paradigm case of a
PFFS violation. Yet by what we have just established, a syntax can be
given for this langusge within eny theory that provides gremmars for all
the recursive sets, in terms that do not memtion the phonetic property of
bilabiality, provided only that {i) it is decidable for arbitrary
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optimality. Exactly this proposal is put forth by Sampson 1973, who
supposes that an evaluation metric will sort out the languages in the
second class s (relatively) "unnatural" beceuse of the complexity of
their grammars, as measured by evaluation procedures.

We wish to reject this line of reasoning on at least two grounds,
both stemming from the sort of "constructivist” universal gremmar that
Chomshy and Sampson have in mind in these discussions. In the
now-standard view, universal grammar supplies a collection of piecea of
formalism from which individual grasmars can be constructed, along with a
set of restrictions on their combination. The (also universal)
evaluation metric assigns values to the individual pleces and (by regular
formulas) to combinations of these pieces. The ultimate function of the

evaluation procedures is to assign a metric of complexity to the grammar
as & whole.

The firat difficulty arises directly from the latter fact. The
metric measures the (un)maturalness of the whole grammar; subparts of the
grammar are assigned measures, but these measures are of no systematic
importance. As a result, there is no way to speak of an individual
rufe as being either natural or unnatural. Within the constructivist
framework there is no way to say that a syntactic rule containing 1000
symbols is highly unnatural (indeed, one might want to say it is
impossible). If a rule containing 1000 symbols were one of only one or
two rules comprising the entire grasmar, the grammar as a whole might be
evaluated as no more complex than grammars of quite femiliar languages
wilh itheir dozens or hndreds of rules that can be stated fairly Lriefly.
Similarly, the framework does not make it possible to say that a rule
mentioning the arbitrary list { Article, [NP, +Pro, +Ace], [Adv, Manmer],
remonstrate, §', } ia unnatural (or imposaible)}. The difference
between a set of items that must be listed and one that can be picked out
by refersnce to some motivated sayntactic feature ia, from the point of
view of an evaluation metric, a very small difference—Iless than the
complexity comtributed by moat aingle rules-——so that a gramesr with a
rule that includes reference to an ummotivated list will not necessarily
be rated as particularly complex or unnatural.

A second difficulty arises from the fact that in the conatructivist
framework there is no intrinsic connection between the parts of a rule;
anything constructible from the elementary formal units according to the
principles of combination is & possible rule of grammar. To see the
sorts of predictions about possible rules mnd possible grammars that are
thereby made, take any carefully stated version of a reasonably
uncontroversial syntactic or phonological rule and construct from this
original a collection of other possible rules by replacing bits of the
original by alternatives, and by altering the order of the original
parts, and by eliminating some of the original parts. The results will
in most cases be nonsense from the point of view of the gremmars of
genuine human languages, even though they are, strictly speaking,
well-formed rules. Moreover, they are rules of comparable
complexity/naturalness to the original, given an evaluation metric along
the lines suggested in the literature on generative gramsar.

We take the view, therefore, that it will not do to adhere to a
constructivist view of universal grammar and so to rely on the evaluation




-8 -

the
metric to sort out the available grasmars and pousible lenguages from
unavailable gremsars and impossible languages.

list
Howsver, it is not necessary for us to adopt the strong menta
intnrpmtnti{;-; of linguistic theory or to esbrace theh-wulmtim“:-;:in
in order to explicate a semse in which the FFFS can have M:Nnd;imd
What is required is a genuine limitation on univerasal l:rm:l i .

either by restricting its formalism (as advocated, for .tl_:: a:;-;;tm:;“ -
Patera (1973) and by GPSG in gemeral) or by reatricting i ] L,
advocated, for instence, by Bach (1965} and by relational ¥r e
general). In particular, it would be desirable to find a prh;uc P way
of imposing restrictions un the ponterminal vocabulary “htth gr‘“d
(that is, on the set of syntactic categories) which were ur e
substentive: a finite bound on the nonterminal vocsbulary o ::_j“t s
grammar, and a requiresent that every syntactic category be :1 mlu
substantive constraints as to the role it can play in l]rntncl:!: ru . i .
What this would Lar is the ad hoc coustruction of -yntm:ticfc u{-::;t-::
surmount descriptive chatacles, or the ad hoc formulatien qu :::h e
rules, using motivated categories, for the same WPP’FS bk g
syntactic categories are excluded, then sssuming the e

languages undeacribable.

Consider an snalogy between grommars and Turing ﬂ.th‘u.‘-ulm ‘l;!::kp::-:
of Turing machines cen be seen as arising from Lwo mm.m £ et
limit om the number of symbols a machine can work with and g s i
limit on the number of machine states. It is known that lim ::! it
machines to only twe awxiliary states (plus ome mmtillf__ sta ’thair
with no limit on the mumber of suxiliary symbols) does no raﬁu::ul et
generative capacity (Shamnon 1956), nor does limiting tb_t t? ?1 ¥ P
muxilisry symbols (but with no limit on the mumber of states tnupc“
and Ullman 1969, 100, citing Wang 1957); a reduction in l-!nur: 2 e o
capacity can be achieved enly by limiting both the stock of ata “1_- £
the stock of symbols, so that, speaking intuitively, a Lur_mg nchlu:u
laagsr bas unlimitsd cspacity to do scrstch work. The sucess
Pﬂ:ﬂ' of standard TG has analogous sources; trnnlfor-ntiongl puﬂ.r: c:urn
do their scratch work either by using some special milmn?:h:ﬂm 8
Ly applying special rules to a fixed nenterminal vocab .njr-ductinn A
deleting blocks of symbols used for scratch work), snd .Ih g
generative capacity can be achieved only by limiting bot e
nonterminals mod the cperaticns that can be performed on ever

nonterminals there are.

ugges i and

; & ting that formal limitaticns should be imposed,

that ﬁ :.dr:iti,nn the %i.lita should be linguistically mth_-l‘&tad,dlf tﬁl
is done, then the PPFS will do just the work we intended it to :lt .
grammar could then have the effect of making reference to a m uen
whose first word begine with a bilabial: the PPFS would hl.l': e
reference to such constituents, and the cemstraints on nom B"j.:- =
aymbols would bar indirect reference, since the class of cm:..l um:t "
whose firat words begin with bilabials is surely not a u;;;: c catego

. that univeraal gramsar would make availsble on other gro .

2.4.4 Other kinds of modularity. The issue of modularity in the
theory of yrammar——that is, the issue of whether the lui.’:: o:h:h:ivilim
relationship between sound and meaning in language supporis
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of the rules describing this relationship into a number of distinct
components—must be kept distinct from issues of modularity in two other
dommins, paycholinguistics and cognition in general, Nevertheless, there
are connections between grammatical modularity and these other types of
modularity: paycholinguistic medularity could add substsntial support to
the IF, and the IP in turn presupposes general cognitive modularity.

Consider firut the question of wodularity in peycholinguistica, that
is, in languege processing (production, comprehension, and wemory). It
is widely mssumed that langusge processing is modular, and Garrett and
his colleagues have vigorously defended the assumption of m close
connection between psycholinguistic modules and the components in a
grommar; Garrett and Eean (1980), in fact, propose that the levels aof
representation in processing snd the interface representations in grammar
are identical. (Note that they do not claim any special relationship
between the internal orgenization of a paycholinguistic module and the
corresponding grammatical component.) Verification of this proposal
would give considerable support to specific models within the general IF,

although the IP in no way depends upon the existence of paychelinguistic
wodularity.

Next consider the question of general cognitive modularity, of the
degree to which there is sn sutonomous ygrammar module wmong other such
wodules (ms maintained by Chomsky in meny places and treated at length by
Fodor (1983)).% A commitment to general cognitive modularity carries with
it no investment in the IP. But those who support modularity in grammar
will also chempion general cognitive modularity, for chbvious ressons: If
there is no distinguishable gromsar module, how can we discuss whether it
has sutonomous componenta? With other advocates of the IP, then, we
assuwe Lhal grammar is distinct from various extragrasmatical dommins,
Some piecea of discourse in a language will be bizarre in meaning,
pointless in context, lacking in grace, hard to comprehend, rude in tone,
hard to pronounce, metrically regular, devious in intent, previously
encouilered, novel in form, frequently uttered, or open to maltiple
interpretations, to mention just a few factors sasigneble to domains
distinct from (though related to) the dowain of grasmar. But the
operation of rules in any component of grammar will not depend on whether
sentences that the rules describe have such properties. There are many
sapects of the atudy of langunge that are distinct from the study of
grasmar; they include studies of the purposive use of language, speech
perception, speech production, the social "meanings” of linguistic forms,
discourse organization, stylistics, and poetics.

3. Putative comnterexsmples to the PPFS. We now sketch our
strategy for defending the Principle of Phonology-Free Syntax (PPFS).

The PPFS makes a specific technical claim about gramsars, in the
sense of gramwar we introduced in section 1 above. The claim is that
none of the rules in the syntactie component of a grammar refer to
constructa drawn from the phonological, as opposed to the
morphosyntactic, subset of the constructs made available by the overall
theory of grammar. But the PPFS saya nothing sbout rules in other
components of & grommar. We muat therefore be specific about what other
components there are and how they interface with syntax and phonology;
indeed, we wust be specific about the components falling under the




headings "syntax" and "phonology."” These matters are the subject of
section 3.1. Then (in section 3.2) we provide a typology of apparent
violatlions of the FPFS.

3.1. The components of grassar. The gremmatical components of
intereat to us include both syntactic components, describing the
combination snd ordering of words in phrases and sentences; and
phouological components, describing the realization of morphoayntactic

units in terms of phonological units.

.1.1. Syntactic components. There is much that we can leave open
concerning the atructure of the purely syntactic components of a
grammar. But what we can be explicit about includes the fact that the
syntactic components provide (1) m set of representations we shall call
preterwmipal atructures which contain at least categorial,
constituency, and linear precedence inforsation, but net the content of
particular lexical entries; and, derived directly from them, (2} a set of
representations called terminal structures which contain all the
sbove information plus en indication of which particular lexical items
occur in the repreaented sentence.

Thus, to take a very aimple case, if the syntax is assumed to
involve just a phrase structure gremmar as in Gazdar (1982), the
preterminal structures are trees with immediately preterminal nodes—-and
thus wost of the feature detail associated with the items in the
sentence, though not the information distinguishing between words
belonging to the seme syntactic categery—and the terminal structures are
similar treea, but have indices or names of particular syntactic words
ndded under the preterminal nodes. Thus Airds eat and Birds
drink might have identical preterminal structures but distinct terminal
structureas. This mmounts to a claim that the difference between eatf
and driok is not a uyntactic difference.

By diatinguishing between preterminal and terminal structures, we
avoid reproducing much of the content of the lexicon of a language in its
syntax. Preterminal structures are, spesking strictly, the cutput of the
syntactic component; the syntex then is not responsible for providing
features to distinguish between every pair of words the language happeus
to have in its lexicon. However, we also need a level of "syntactic"
representation at which (for instance) Hirds eat and Airds drink
are pot the same. Terminal structures differ from preterminal structures
aply in this reapect; they can he viewed as preteraminal structures
with pointers to words entered in the lexicon, but of course without any
of the content of those lexical entries.

One further distinction needs to be mentioned here because it leads
to a series of apportionment problems iwmvolving syntax and the lexicon.
This is the distinction, in what we shall call "classical TG" (cf.
Jacoheon end Pullum (1982, Editorial Introductiom)), between cpelic
snd postcyclic ayntactic trenaformations., Classical TG assumes a
component division here, both because of limited interactioms (no eyclic
rule mpplies after a posteyclic rule) and also because of nonuniformity
{cyelic rules are bounded, potentially lexically governed rules making
reference to grammatical relations but not to linear order snd applying
in cyclic fashion, while posteyelic rules are potentially unbounded,
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luiul:lr ungoverned rules making reference to linear order but not to
grommatical relations and applying in a single pass: cf. Pullus (1979,
chs. 2 and 4)). Consequently, in standard TG there is an interface
representation—sometimes cnlled shallow strvcture—between the two
components, which is presumed to be m grommatically significant level of
representation.

Virtually all current versions of generative grammar (whether
transformational or not) make some distinction reminiscent of the
cyclic/posteyclic distinction, but they differ in just where the line is
drawn, how the difference is represented, and what significance is
attributed to the interface representation (if any is defined). This is
not the place to conduct a detailed review of the matter, but we have to
consider one poasibility, namely that (some or all of) the traditional
cyclic rules are to be replaced by "lexical” analyses.

Consider a rule like the Dative Movement of classical TG, which has
bea'p regarded as cyelic. There are twe quite different proposals for a
lexical alternative to such a rule. The first denies that there is any
generalization to be made mbout the relationship of two classes of
structures (for instance, transitive VPs containing a fo-dative and
ditranaitive ¥Ps). Instead, particular words are subcategorized according
to which frames they sccur in, that is, according to the points in
preterminal structures at which their indices can be inserted. & Dative
Movement verb, on this analysis, is one that has twe independent lexical
features, one imdlicating that the verb occurs in a YP frame with a NP and
a PP with to, the other indicating that the verb occurs in a VP freme
with two NPs. A second lexical treatment of a cyclic rule posits the
some subcategorization features in the lexicon as the firat treatment,
but declares that these features are not independent of one another——that
there are principles predicting some features on the basis of others—and
that these principles belong in the lexicon rather than in the ayntactic
component. On this analysis, a Dative Movement verb has both of the
subcategorization femtures, the occurrence of one of them (let us say the
di::.:m-i.tivity feature) being predictable from the occurrence of the
L& | g

The general class of principles relating features within lexical
entries we refer to as Jevical implication principles, or LIPa; they
are known as Jexical redundepcy rules in the T8 literature. In
general, the exiatence of such principles does not depend on how the
traditional cyclic rules are to be treated. That is, there is a
component of LIPa (which we can think of for the moment as being "in the
lexicon™), and it might be that some, or all, of the traditional eyclic
rulea can be eliminated in favor of principles in this component.

In standard TG a particular class of phencmena invelving lexical
government might be best described by independent subcategorization
features in lexical entries, by an LIP distributing subcategorization
features in lexical entries, or by a cyclic transformational rule
triggered by a rule feature in lexical entries. A similar apporticnment
problem arises in OPS0, where the role of a cyclic transformational rule
can sometimes be filled by a metarule (a principle predicting one clasa
of phrase structure rules on the baais of another) and where both
independent subcategorization features and LIPs are available. That is,



. scquaintence be viewed ms "syntactic”. Finally, in more stringently

in stendard TG and in GPSG, both syntactic end (lwe kinds of) lexical
analyses can be framed for certain phenomena that might on first

lexicalist frameworks, such as LFG, enly the two types of lexical
analyses are permissible in such cases, snd no syntactic component can be
appealed to for an account of the facts.

The PPFS bara sny syntactic rule in which items subject te the rule l
are picked out by phonological predicates. In TG terms, it prohibits
phonological determination both in phrase structure rules and in
tranaformational rules; neither the class of verbs subcategorized for the
frame [ NP pp[to NP]] nor the class of verbs subject to Dative
Movement can be picked out phonclogically. In GPSG terms, phonological
determination is impossible both in rules snd in metarules. But the FPFS
is silent on the question of whether principles in components of a
grammar other then the syntactic component cen refer to phonological
predicates, and unfortunately (as we point out in Pullum and Zwicky 1984)
the existence of a component of LIPa opens the door to analyses that use
phonulogical refersnce in the LIP compoment to achieve the effect of
phosclogical determination in a lexically governed syntactic rule. As a
result, the incressed relisnmce om m rich set of LIFs (versus
transformations or metarules) in lexicalist approaches to syntax is not
unproblematic. We believe, however, that the spirit as well as the
letter of the PPFS can be maintained here.

%.1.2. Phonological compopents. We assume thet phonology itself is
articulated, wi:fu[ pripeiples in a number of distincet components.
However, as far as the PPFS is concerned, phonology could well be a
aingle homogeneous component. The FPFS rules out phonological
predicates, of any sort, in syntactic rules.

Nevertheless, we cannot discusa exsmples in a theoretical vacuum.
It is also conceivable (though, in vur view, unliksly) that the PPFS
eould not be maintained in its full generality, in which case we would
not want to admit phonological predicates of all sorts in syntactic
rules, but would search for reatrictions on the types of phonological
representations that could play a rele in syntax; an articulated
phonclogy would serve as a natural source of potential reatrictions.

In sny event, we follow Dresaler (1985) in distinguishing
allamorphy rules, invelving phonoloegical umrltigm- as concomitants
of morphological rules (whether derivational or inflectional), from
worphonological rules, in which general phonological operationa apply
in morphosyntactic domains, and these in turn from (purely)
phovological rules, in which general phonological cperaticns apply in
purely phomological, or "prosodic”, domaina. In addition, following
Zwicky (1986), we distinguish a set of shape conditions that override
allomorphy rules and precede morphonological rulea; among the shape
conditions are those governing the well-formedness of clitic groupa.

Though all the details of this proposal are importsnt, in the
present comtext what is most significant is that these component
distinctioms impose n sharp division of "phrase"-phonclogical rules into
two typea, a prosodically semsitive group and a morphosyntactically
sensitive group. This is essentinlly the diviaion advocated by Rotenberyg
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(1978) and Hasegewn (1979) and defended in some detail by Kaisse (13B85),
who uses the terminology "rulea of fast apeech” (for automatic,
prosodically sensitive rules of phrase phonology) veraus "rules of
connected speech” (for nonautomatic, morphosyutactically sensitive rules
of phrase phonology).

3.2. Avalyzing apparent violations of the PPFS. A genuine
violation of the PPFS would be a genernlization sbout a language which is
correctly expressed as a syntactic rule refercing to phonological
constructs. An apparent violation could then fail to be genuine on any
of the follewing grounds: the generalization might be spurious (sectien
3.2.1); a real generalization might invelve not m rule, but rather a
preference or tendency (3.2.2); a real generalization might involve a
rule not of grommar, but rather of some extragrammatical dommin (3.2.3):
a rule of yrammar might be located not in the syntactic component, but
rather in ene of the other components discussed in section 3.1 (3.2.4);
or a rule of grammar might be subject to a phonological condition or
constraint that is universal, and therefore is not to be stated as part
of the rule (3.2.5).

3.2.1. Spurious generalizations. Occasionally in the literature it
hes been claimed that some syntactic rule is aubject to a constraint
invelving the phonological properties of some morphese, word, or
constituent—hbut en closer inspection it turna out that there is ne real
phonological conditioning whatscever, that when the constraint is
correctly deseribed, it can be seen to arise from scme essentially
nonphonological basis. The generalization involving phonology is
spurious. Sometimes a putative generalization venishes completely under
scrutiny.

Particularly susceptible to reanalysis in nonphonologicnl terms, or
to outright rejection, are "functional®™ accounts of syntactic and
morphological phenomena. It is sometimes maintained, for instance, that
some forms take the shape they do in order fe achieve m one-to-ope
association Letween morphoayntactic categories smd their phonclogical
realizations——that is, in order te avoid ambiguity and redundancy-—esnd
that this teleological statement invelving phonclogy censtitutes a
sufficient description of the morphosyntactie facts. Both linguists
(Durrell 1979) end language teachers (Eltzner and Radenhausen 1830, 22-3)
have espoused versions of this proposal for the three ad ject ive
"declensions" in German. We sketch the facts briefly here: for a full
treatment, see Zwicky (to appear, sec. 3.1).

There are three paradigms for adjective inflection in German,
traditionally called "strong," "weak," and "mixed.” The choice among
them is governed by the determiner preceding the adjective. Indeclinable
determiners (including the zero determiner) govern the stroag declenaion,
in which moat of the 16 case/gender/mumber combinations are realized by
distinct endings. Determiners in a second group (with nearly the same
paradige as the strong declension of adjectives) govern the weak
declension, in which there is massive levelling in faver of only two
endings, —e and -es. Determiners in a third group (with zero
endings for mome combinationa) govern the mixed declension, which has
some endings frem the stromg declension and some from the wesk. The
paradige for the mixed declension esn be roughly viewed as an trade-off
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in information about case, gender, ond mumber: if the determiner has an
ending, the adjective doesn't need to supply any information, and so has
a weak-declension ending; but if the determiner lacks an ending, the
sdjective must supply informatiom, and sc has a strong—declension
ending. The indefinite article eir governs the mixed declension, so
that when it has an ending, as in the dative singular masculine

einam, a following adjective has a nondescript enmding (-es); but

when it lacks an ending, as in the nominative singular masculine ein,

a following adjective has sn informative ending (-er).

The question is what the grasmar of German says about these facts.
Zwicky (to appear) formulates several versions of a principle requiring
unamhiguous and unredundant phonological expression of case, gender, and
number within Germsn NPs snd supplies counterexamples to all of them.
Zwicky further cbserves that even if ome of these versions had been free
of counterexsmples, it would still have been far too weak to predict the
actual paradiges that German has and so would have no place as a rule in
any component of grommsar. If we lower our sights and try to describe
only the mixed declension, with the other two declensions as givens, it
is possible to formulate a rule of allomorphy much as in the preceding
paragraph, which will eover this narrow range of facts but doesn’t
mention msbiguity or redundency: The ending of an adjective in the mixed
declension is chosen from the strong paradigms if the preceding determiner
has a zero ending, otherwise from the weak paradigm. It then turns out
that the reference to the makeup of adjacent words and to (phonological)
zere in this allomorphy rule are both dispensible. The following

lossrphy rule covers lhe [ecis equaily well: The ending of an adjective
in the mixed declension iz chosen from the strong paradigm in the
nonfeminine nominative singuler, otherwise from the wesk paradigm.

The fate of putative syntsctic generalizations esploying functional
notions like awhiguity and redundancy is, in our experience, uniformly
grim. (We considered snother case in Zwicky and Pullum 1983, on
Scmmli.) Those who advance such proposals are attespting to make rules
of grammar perform a task they are not equipped for: not only to describe
some aspect of the sound-meaning peiring in a language, bLut also to
encode directly their extragrammatical reasona for being, to (so to
apeak) wear these reasons on their sleeves. This is to insist that form
should not merely follow function, it should be function. It makes
sense that gresmars should contain rules that, individually or in
concert, help make sentences pronounceable, parsshle, informative,
reasonably brief, and the like, but there is no reasen to think that we
can tell what a rule is good for by looking at it wremched from its
grammar, snd we believe it is always a mistake to formilate a rule
expliclitly in terma of its functiona.

Cmaes of spurious generalization are often ‘complex. In some, there
is a correlation belween a phunological property and the applicability of
a rule, but this correlation is weak, constituting at best a tmdemrrl
(see section 3.2.2). In svme, the constraint not only is nonphonological
but also applies to m rule that helongs in some component other then
syntax (see section 3.2.4). On occasien, there are dialect differences,
with ene dialect failing to present a counterexample to the PPFS because
a phonological generalization is spuricus wnd a second dialect failing to
present s counterexample to the PPFE for n different reascm.

Asili s N
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Two cases from English, one involving ditransitive verbs and the
other combinations of verbs with particles, illustrate some of this
complexity. These are treated in Zwicky and Pullum (1988).

3.2.2. Preferenceas and tendencies. As we said in section 1.1,
there are (at least) two ways in which a real generalization about
linguistic events fail to conastitute a rule of grammar and so cannct
possibly be a candidate for a phonological constraint on m syntactic
rule., The firat of these is that the generalization describes a
preference (if we look at matters from the point of view of speakers)
or a tendeocy (if we take a wore neutral viewpoint). For instance,
given two alternative expresaions differing in length, speskers might
prefer to use the shorter in most circumstances, thus following a
principle of lemat effort, both for themselvea and for their addressees.
Or given two alternative expresalons; one alliterative and the other not,
apeakers might tend mot to use the alliterative veraion, thereby avoiding
materianl that is difficult to pronounce.

It is not necessary for a tendency to be explicable by reference to
language production or comprehension, as theses two (not entirely
hypothetical) exnmples are. A statistical tendency favoring one class of
forma over another in certain circumstances can be a remnant of
linguistic history, subject to diachronic but not synchronic explanation;
see our discussion of Dative Movement verbs in Iwicky and Pullum (1986).
We argue there that if thers wers sny tendency for these veils Lo be
either monoayllables or initially atressed disyllebles, such a temdency
would be sufficiently explained by reference to the historical sources of
the verbs. From a synchronic point of view, any such tendency would be an
accident. Thers would be no resson to think that it played a role in
language production or comprehension, and certainly no reason to think
that it should be expressed in a rule of grammar.

In section 1.1 we mentioned a third source of tendencies favoring
one clasa of expressions over another: structured variability in language
use, The first lesson of quantitative sociolinguistics is that
linguistic variables are often correlated (in the statistical sense) with
social, situational, and personality variebles, as well as with one
another. Particular groups of speakera can then be characterized
sociolinguistically by their base settings on certain linguistic
variasbles (expressed as eatimated probabilities) pluas their pattern of
correlations among variables (expressed as a system of formulas each
relating the probabilities for several variables); see Weiner and Labov
(1983) for an illustration of the method applied to agentless passives imn
English. What interests us here is the occurrence of correlations between
linguiatic variablea. We take particular note of the posaibility that
the applicability of a syntactic rule might be correlated with some
phonological varieble——that, say, topicalization might be favored for
polyayllabic NPs over monoayllabic NPa.

There are actually two ways in which this correlation might be
established. The first ies that each of the linguistic variables might be
dependent on some nonlinguistic varisble and covary as a result. For
instance, in some group increasing age might predict higher frequencies
for both topicalization and polysyllabicity. There might then be a
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- tendency for polymyllabic NPs to topicalize and/or a tendency for
topicalization to affect polyayllabic NPa. But a sociclinguistic
description of language use would have no reason to mention any such
tendencies in the apeech of this group, and neither of course would a
grammar for their dialect.

The second possibility is that the correlation between variables
might be irreducible and so require explicit repressntation in a
sociolinguistic description of language use, as a statement relating
polysyllabicity, topicalizability, and other factors. A tendency would
then have found expresaion as a principle in an extragrammatical domain.

We do not know whether there are any real-life instentiations of
this possibility. For one thing, the methods of quantitative
soclolinguistics are not designed to distinguish causes and effects
within a set of varisblea; a probability forsula merely describes a
mnthematical relationship among many factora, both linguistic and
nonlinguistic, and it cannot be taken sericusly ms a principle in a
sociolinguistic description of language uae. Such a principle should
describe a linguistic practice, ahould describe what speakers know about
how snd when to use some element of linguistic form. It should say, for
exnmple, what speakers know sbout using the word steed or what they
know sbout ‘using topicalized sentences. But to our knowledge, no
precise, unified, and comprehensive theory of such principles exists (in
the way that precise, unified, and comprehensive theories of syntax
exist). As a result, there is no senaible way to address the question of
what some subset of these priociples might be like. We do not rule out
the possibility that one of these principlea saya that aome syntactic
construction is especially favored when it has certain phonological
properties. Needless to say, we canmot rely on this possibility in
reanalyzing putative violations of the PPFS.

We limve uncovered at least three sources of statistical tendencies
in linguistic behavior: speaker preferences based on extragresmatical
considerations, including production, comprehension, and style; residues
of linguistic history; end structured soclolinguistic variability. In
all three cases, explanationa for the tendenciea are to be sought
outside gramsar, in accounts of language use or diachronic change.

We use this fact when we classify some phenomenon as a tendency or
preference rather than a rule or a condition on a rule; we intend that
every such classification should be backed by a reference to an
extragrasmatical consideration that cen provide a sufficient explenation
for the phenomenon at hand. We do not claim that every statistical
tendency in linguistic behavior has a discoverable extragrammatical
explanation. But we are not willing to dispose of putative
counterexamples to the PPFS (and other interfacing mssumptiona) by facile
references to "mere tendencies."

The problem arises when we have to distinguish a (statistical)
tendency from a rule with exceptions that sust be characterized by the
greammar. Suppoae we are confronted with the observation that certain
instances of a construction do not occur (in speech or in texts), or that
informants find them unacceptable. There are three possible
interpretationa: either the unascceptable data are to be treated as
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ungrammatical, and they are to be described as aystematic exceptions te
the rule describing the constructicn, via m condition on the rule; or the
unacceptable data are to be treated as ungrammatical, but the exceptions
are to be listed, and any similarities among them reflect mere
tendencies; or the data are unacceptable becsuse they are victims of some
tendency favering alternative expressions. The second interpretation is
the one we use in our discussion of Dative Movement and verbs taking
particles. The third interpretation is the one we propose to appeal to
in, for instance, discussions of the unacceptability of adverbs like
friendlily and sentences like They gave a fight that now seemed to

them wtterly without hope of success up. In both interpretations, the
appenl to tendencies must be backed by a sketch of relevant
extragrammatical considerations.

3.2.3. Extragrossatical generalizations. A real generalization
sbout linguistic events can fail to comstitute a rule of grasmar because
it describes a preference or tendency. It can also fail, as we noted in
section 1.1, because it describes a linguistic practice (however
rule-governed) in some domain other than grammar. As in the case of
preferences and tendencies, if the generalization is not a rule of
grammar, & fortfori it is not a possible candidate for a phonological
constraint on a syntactic rule. The extragrasmatical domsin that has
most often been confounded with grammar is the reals of werbal play and
verbal art. There are principles in this domain which do in fact refer
En phonological properties of merphological and syntactic units—the

rules" of language games (like Pig Latin) and poetic forms (like the
sonnet). These phenomena have considerable import for a theory of
phonology and perhaps for theories of other components of grommar as
wall. ?u.l: they have nothing to do with the PPFS or the other interfacing
assumptions, since they are not rules of grommar.

3 3.2.4. Memsymiactic vules. Bven if a generalization genuinely
involves phonology, and even if is to be formulated as a rule of grammar,
rather than as a tendency or as a regularity in some extragrammat ical
domain, it might still be beside the point in an exsmination of the PPFS
because it is not a rule of sypotax, but belongs instead in some other
component of grammar. It might, for inatance, be a "phonological® rule
(of one sort or encther) with a syntsctic constraint on it, rather than
the reverse, or it might be a rule of morphology or a shape condition.

In such a case the existence of a phonological condition on the rule has
no bearing on the PPFS.

3.2.5. Universals. A final possibility is that there is =
phonological condition on some syntactic rule, but that the condition is
supplied by universal grammar, not stipulated parechially. Individual
grammars have no choice in the matter. We are willing to entertsin such
circumscribed phonological constraints on syntactic rules because (unlike
parochial constrainta of this sort) they involve no incremse in the
expressive power of grammars. As it happens, universal constraints like
this are more then a hypothetical possibility; see the discussien in
Pullum and Zwicky (in press) of a universal condition on coordinate
structures which refers to phonclogical identity.
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Rotes
#This bulk of this article was written at the Center for the Study
of Language and Information, Stanford University, in July and August
1984; a version will be incorporated inte ocur book, The
Syntay-Phonology Interface (to be published Ly Academic Press). Our
thanks to the Systes Development Foundation for its finencial support.
lgee Zwicky (1984) for an extended discussion of the ideas in this
section.
do not in fact think it is correct to say that the theory of
Chomsky (1965) entails this strict separation, though it was probably
intended to; see section 2 of Pullum and Zwicky (1984).

; t seems likely that it wes also an unnecessary weakening; see Kotz
(1980} for a critique of Chomsky's treatment of the symtax-semsntics
interface.

4Tt is therefore surprising to us that Cheomsky and Lesnik (1977,
427
i Even this extremely rich theory [of Peters and Ritchie
{1973)—GKP/AM2] does not encompass such devices as
structure-building rules, global rules, transderivational
constraints, snd others that have hean proposed,  Any
enrichment of linguistic theory that extends the r_'h;u Dfli'e
aible grommara requires stronyg empirical motivation.
ﬁl that this is lecking in the case of devices that exceed
the fremework of Chomsky (1956), Peters snd Ritchie (1973},
and comparable work... ]

But the point is that there can in principle be no espirical motivation:

no facts mbout the clsse of languages could speak either for or against a

propugod extension of the class of grammars these theories define.

The term is due to Sampson (1973).
EThe terminology in the literature om grommatical modularity and
cognitive modularity is confused, with the words wedularity amd

autopomy used in different ways by different authors in their

discussions of gresmars and of coynitive models. We advecate using both

terms in both contexts, intemding thereby a distinction hetween the
existence of wodules and thelr distinctness.
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(3) a. I um giving $50,000 to the Fitzgerald Fund.
Two Spurious Counterexamples b. 1 am giving the Fitzgerald Fund $50,000.
To the Principle of Fhonology-Free Syntex# (4) a. I am donating $50,000 to the Fitzgerald Fund.
b. %1 am donating the Fitzgerald Fund $50,000.
Arnold M. Ewicky - ;
Ohio State University amd Stanford Universily What remains is the possibility that a syntactic rule feature
determined by the phonological properties of the lexical entry for the
and Geoffrey K. Pullum verb atem is at work.

UIniversity of California, Santa Cru=

But in fact Green gives exomples that frustrate all the remaining
hypotheses having to do with phonology, as well ms those having te do with

1. Ditrsmmitive verbs in English. It has occasionally been lexienl strata, no matter which direction of determination is at issue,
| suggested! that the contrast between verbs like give in (1) below and The data can be summarized in a table of verbs ms categorized by their
those like donate in .(2) indicates that the English granmatical properties, with verbs that permit Dative Movement—that is, verbs that
alternation known ms "Dative Movement" is conditioned in some way by the occur in both the (a) snd (b) constructions above--warked by a "+, and
_ phonological makeup of the governing verb—by the nusber of syllables in with verbs that prohibit Dative Movement—that is, verbs that occar in the
| the verb, or its stress pattern, or both. (a} but not in the (b) conmstruction shove--marked by a "-"; "kkex"
indicates that there are probably no exsmples of the appropriste sort (s
(1) a I gave $50 to the Save-A-Kitty Fund. Table 1. e
L. 1 gave the Save-A-Kitty Fund $50.
{2 =& I donated $50 to the Save-A-HEitty Fund. Tehle 1. Fhonclogical and etymological properties
L. *I donated the Save-A-Kitty Fund $50. of ditransitive werbs

There are three separate analytical problems here. First, what is
the property that distinguishes the ditremsitive verls that sceur in both
the (b} and the (a) constructions from those that occur only in the (a)

" comstructions? Secomd, does the fact that a verb has this property
determine the verb's ability to occur in the (b) form, or doea the

ANGLO-SAXON HON-ANGLO~-SANON

+cite  4quote

+cede

H +mail +t
existence of & (L) form determine that a verb has this property? Third, MONOSYLLABLE ¥ - b
at what level of struclure is this property relevant-——the level at which M T ki |
Dative Movement appliés, or surface strocture? Cases like (1) and (Z}) ; ! -prove -voice
would be relevant to the PPFS only if the possibility of the (b) forms wes 3 -lisp -yell |
related to some phonelogical property of verbs (rather than, say to the
historical stratum to which a verb belongs), and then only if that DISYLLABIE, ¢ g g i P vl

: phonological property determined the possibility of a (b) form (rather
: then the reverse), and then only if the phonclogical property acted as a

INITIAL ETREES
condition on the applicability of a ayntactic rule governing the Dative

=broadcast -mutter ! —donate -transfer

| Movement alternation {(rather than as, say, a filter applying to a DISYLLABLE, ! *EEEE j +advance +permit
| postayntactic level containing information sbout both syntactic categories .
: and sylleable atructure]. FINAL STHESS ! *Ekkk : —admit -confess

. These matters are examined by Green (1974, 77-8). For to-datives (as

i Hdeliver + antes
l opposed to the related for—dative in I bought s recceon coat for ZaldasT p Buar

i
da £), she considers four phonological conditions : — :
bought Falda 8 reccoon cos consi our phono ca ' : +tal adi
having to do with the s,ovarn;_n; verb {(1) the verb is a monosyllable, (Z) TRISYLLABLE gl ol elephone +r“:E_
I it is a disyllable with initial stress, (3} it is a disyllable with final ; b B d i
stress, or (4) it is a trisyllable) and one noophonological attribute e exhib

' (whether it belongas to the Anglo-Saxon atratum of the modern English

| vocabulary or not). BShe effectively dismisses the possibility that
surface phonological form is at issue by cbserving that progressive forms
obey the ssse constraints ma their atems even though they have one more

| syllable then their stems:

—recomnmend

The jodgments in this teble are Green’s, and not everyone agreea on
each exemple; but there are some cases of each type for every speaker of
Englisl we have investigated. Thus, in contrast to giwve (+) versus
donate (-) sbove, there are the phomologically, and stratally, similar
yell (=) versus promise (+):

- g3 -
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She yelled the password to Quentin.

(5) =
b. #She yelled Quentin the password.
(B) = She promised a daffodil to Remon.
b. She promised Ramon a daffodil.

Phonology is not directly relevant even in finally stressed
disyllables and in trisyllables; compare advauce {+) wersus
confess (-) and guarantee (+) versus recomsend (-):

(T} a Margaret advanced twelve shillings to Owen.
b. Margaret advanced Owen iwelve shillings.

(B) a. Peter confessed his sina to Shirley.
b. *Peter confessed Shirley his sins.

(9} =a. The company guarantees n feast to its customers.
b. The company guarantees its custowers a feast.

(10} =a. Your mother recommended a leap into the sea to us.
b. *Your wother recommended us a leap into the sea.

We believe that there are no genuinely aignificant generalizations to
be made sbout the syllable structure or stress pattern that characterizes
Dat ive Movement verbs. There does not even seem to be any real :
correlation (in the statistical sense) between cccurrence in the Dative
Movement construction on the one hand and monosyllasbieity and/or imitial
stress on the other; monosyllasbic and initially stressed verba predominate
in the lexicon in any event, and we have no reason to thiuk that there is
a statistically significant increased frequency of them among the Dative
Movement verbs as opposed to the general population of verbs (we offer
this as a challenge to any reader who might like to conduct a rigorous
statistical study).

NHor does the behavior of speskers suggest that verbs that go a@n!.nit
the putative phonclogical geuweralizelions {eiiber by permitiiog Dative
Movement when they "ought not” to, like guwarsntes, or by failing to
permit Dative Movement when they "ought" te, like yell, are felt to be
in mny way sberrant; there is no cbservable inclination for speskers to
avoid these constructions, or for the comatructions to d?.nnp'pullr from the
language through time, by the usual processes of regularization.

Certainly, there might be real generalizations sbout membership in
the class of Dative Movement verbs—Green (1974) proposes rather complex
semantic conditions and Storm (1977) suggests a correlation between
morphelogical simplicity (monomorphematicity) and Dative Movement——but
phonology appears to have nothing to do with the matter, exactly as our
thesis would predict. To esphasize this point, we cbaerve that the two
most exception-free and productive generalizations we know of in this ares
have pothing to do with phouology: manner—of-spesking verbs (like lisp
and yell in the table above) uniformly fail te occur in the Dative
Movement construction, regardless of their phonology, and denominal
weans-of -commmication verbs {like cable, telephose, and redic
in the tahle above)} uniformly permit the construction, agmin regardless of
their phonology. ;

2. Verbs taking particles in English. Fraser (1976, sec. 1.3)
exmmines the factors that determine which verbs can eccur in the
conatructions fllustrated in {11).

- B8 -
(11} = Ehe bolted down the flange plates.
b. She bolted the flange plates down.
(12) a. He ladled out a bowl of soup.
b. He ladled a bowl of soup out.

He concludes that there is some semantic determination, bul that

Surprisingly enough, it is the phonological shape of a verb that
determines to a large extent whether or not it can combine with a
particle. HKemmedy (1920), Whorf [({1956)], and Fraser (1965) have all
independently noted that the majority of verbs occurring with
particles are monosyllabic and that the remainder are made up
primarily of bisyllabic words which are initially streased. Eeunedy
found in 988 ceases...only one trisyllabic came, this being
partition as in partition up end partition off. (There

is also apportion out and telephone in.) We find that while

there are numerous phonetieally Lisyllabic verbs occurring im
verb-particle combinations, many of these cases may be analyzed as
phonologically monoayllabic...In particular, these phonetically
mwonosyllabic verbs...contain a final syllable liguid or
nasal...Relatively few initially stressed phonologically bisyllabic
verbs combine with particles...(Fraser 1976, 13-4)

Examples of the various types are listed in Table £ below.
Table 2. English verbs occurring with particles

I. Monosyllables: act, bear, cut, drag, eyg, flayg, get,
hamd

I1. Disyllables ending in ayllsbic sonorants: banter,
clutter, fritter, ladle, parcel, saddle, siphon,
tighten, widen

III. Other disyllables with initial streass: carry,
suction, harness, measure, follow, cancel

IV. Disyllables with final stress: balloon, cement,
eollect, connect, consign, divide, explain

V. Trisyllablea: apportion, partition, separate,
summarize, telegraph, telephone

Fraser's proposal is that phonological shape constrains the ability of a
verb to combine with a particle: monoayllables and initially stressed
disyllables are suitable candidatea, but verbs of other phonological
shapes are not.

First, we note that (ea in the case of the Dative Movement verla in
the previous section) it cannot be surface structure phonology that is
relevant here, for the progressive forms of verba have the same properties
as the base forms: the trisyllabic forms in siphoning out and
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in terminal structures; and then only certain of these combinations of
verb pointers and particle pointers, namely those for which there are
lexical entriea, will have words inserted into them.

On this analysis, the ayntactic component has no constraints,
phonological or otherwise, on which verbs can take particles. If there
were a real gemneralization governing the satter, it would be a
generalization sbout the intermal properties of a set of phrasal
combinations that happen to cccur in the lexicon, analogous to
gemeralizations about the internal properties of o set of actually
occurring (rather than potential) words. There is some question in our
minds as to whether it makes sense to speak of "actually occurring”
(rather than potential, or possible) phrasal combinations, just ms there
is about talk of "actually occurring™ words. And if the question is a
sensible one, we are not convinced that generalizations sbout the internal
properties of such combinations cen have phonological content, But if
they did, that would be a fect shout the contents of the lexicon, mot
about syntactic rules.

Notea

#This material wes written at the Center for the Study of Language
Information, Stenford University, in July and August 1984: a version will
be incorporated inte our book, The Spotav-Phonology Interface (to be
published by Acadewic Press). Our thanks to the System Development
Foundation for its financial suppert.

IThe issue we roise here wos first brought to cur attention by J.
Bruce Fraser; it appears not to have received any significent discusaion
in print until Green (1974) dealt with it.

is usefol metaphor is due to J. R. Hoas.

Ree Froaser (19768 ch, 2} for o trostmant af alsments thot ars onls

apparent particles.

- 09 —
Beferemces

Carroll, John B. (ed.). 1856. Languaye, thought, and reality: Selected
writings of Benjamin Lee Whorf. New York: Technology Preas and Wiley.

Fraser, J. Bruce. 1965, An examination of the verb-particle comstruction
in English. Fh.D. dissertation, MIT.

Fraser, J. Bruce. 1976. The verb-particle combination in English. New
York: Academic Press. Origioal publication 1974, Tokyo: Taishukan.

Green, Qeorgia M. 1974. Semantica and syntactic regularity. Indiena
Univ. Preas.

Eemmedy, A. G. 1820. The Modern English verb-adverb combination.
Longuage and Literature 1.1. Stanford CA: Stanford Univ.

Storm, Peter. 18T77. Predicting the applicmbility of dative movement.
CLS Parasession, 101-2.

Whorf, Benjamin Lee. 1956. Thinking in primitive commnities. In
Carroll 1956, B5-B8G.




_%_

eluttering up are just ms scceptable as the initially stressed
disyllabic forms siphos out and clutter up. If there is a
generalization here, it concerns a phonclogically determined rule feature.

However, there are exceptions (Fraser's complete lists are givem in
IV aud V of Teble 2), and these exceptions do not stand out in any way as
being peculiar or as sounding semigramsatical when they eccur with
particles: i

{12} =a. Julius explained sway his odd Lehavier by saying that
Martisns had gotten control of his mind.

b. Julius explained his odd behavier sway by saying that
: Martians had gotten control of his mind.
{(14) a. Hobert telephoned in his grades: ten D'a.
b. Robert telephoned his grades in: ten D's.

S0 we seem to have at best a tendency rather than a rule.

Moreover, again paralleling the cmse of Dative Movement verbs, the
generanl ization fares very badly even as a tendency. Since the most common
verbas in English are predominantly monosyllables and initially atressed
disyllables, a predominance of these two phonclogical types in the list of
particle-taking verbs is not surprising. MNo one has argued that these two
phonological types occur in the list of particle—taking verbs
siynificantly wore than they occur in the whole population of verbs, which
is what would be required to bock up a claim that a phonologically
governed tendency was at work. Even if such a tendency could be
demonatrated, the history of the verb-particle cosbination would provide a
straight forward reason, and sufficient explanationm, for the predominance
of two phonological types in the list of particle—taking verba: the origin
of the construction is in the Anglo-Sawxon stratum of the vocabulary, the
. stratus in which virtually all the root morphemes are moncayllables or

. initially stressed disyllables. The constructien has, however, been
freely extended to the Romance stratum, as cen be seen from the fact that
the roots in IV and V of Table 2, all of them of Romance {(or sciemtific
Greek) origin, now cceur with particles, as do such Romance—derived verba
as fiag, parcel, and cascel in the earlier parts of the table.

Fraser gives two arguments that "the phonological shape of the wverh
does indeed play a dominant role in determining the pessibility of a
combination” (Fraser 1976, 14): first, that near—synomyms with different
phonological structure have different properties:

(15} =&. The chemist mixed up the sclutions.
: b. #The chemiat combined up the solutiona.
{16] =. She will fix up the error in the book.

b. #8he will rectify up the error in the book.

and second, that the addition of one of the productive English prefixes
both mlters the phomological structure of the verb and changes its

properties:

{17} a. Hermon sewed up the hole in his shirt.
b. %Herman resewed up the hole in his shirt.

=Rk

(18} a. The shopkeeper tried to polish up the counter.
b. *¥The shopheeper tried to overpolish up the counter.

. The first of these arguments carries little weight, sisce the
historical explanation we offered shove suffices te account for the
differences in (15) and (16). The second argument can be countered by the
observation that there is an independent, nonphonologicanl, ressom for the
fliluEu of prefixation in (17b} and (1Bb): the addition of a particle to a
verb "freeres" the combinati in the same way that the additiom of a
productive prefix does. There are thus no combinations of two such
prefines (¥reoverpolish, *overpreheat), or of two true particles®
(*grow up out, #hend out down), or of a perticle with a prefix (as
in the exemples above), or evenm of a particle with a auffix of derived
nominalization (compare (19) with (20)).

{19) a. Jeremy quickly grew.
b. Jeremy quickly grew up.
(20) a. Jeremy's quick growth was astonishing.
b. *Jeremy's quick growth up wns astonishing.

We have argued that Fraser's phonological generalization sbout wverbs
taking particles is spurious. However, even if it had survived scrutiny
it would not have been a serious threat to the PPFS, To see thim, notice
first an importsnt difference between the putative constraint in the
previcus section and the putative constraint in this section. What was at
issue in the firat case was, in traneformational terms, the applicability
of & rule of Dative Movement——in more neutral terms, the existence of one
construction type (with a ditransitive verh) as an alterpative to another
E:;.th a lranpsitive verb in comstruction with a prepositional phrase with

Lo}

What is at isswe here is not, in trensformational terms, the
applicability of a transformaticnal rule; in particular, it has not been
claimed that the rule of Particle Muovement is comstrained by the
phonological form of the verb. Instead, it im the very ability of a verb
to combine with a particle (whether the particle is adjacent to the verb
or aeparated from it) that is the object of the putative constraint. We
are atill dealing with a syntactic prineiple, however (in transformational
terms, with a phrase structure rule rather then a transformatiocnal rule),
and ordinarily m phonological constraint on a phrase structure rule would
be as contrary to the PPFS as a phonological constraint on a syntactic
principle relating two coustructicms. What makes the current exemple
special is the lexical character of verb-particle combinations.

It is well known that particlea do net cosbine freely with verbs.
There are many apparently arbitrary gaps: fritter away /tfritter off,
#parcel away/parcel off, and the like. Moreover, the semantics of the
ﬂl?t‘l.ll.‘fil'l.[ combinations is often not compositicmal; thers are many examplea
like cut owt *stop' and give up "ebandon’. Both of these facts
asugyest that many, possibly mest, verb-particle combinations must be
listed as lexical items. The syntactic component should then not Le
duplicating the information sbout which verb—particle combinations happen
to cocur.  Eather, the combinatien of V (of the appropriate subelass of
verha) 4_lml Prt occurs in the preterminal structures supplied by the
syntactic component; pointers te individual verhs snd particles mre added



1. The problem. It has long besn known that unaccented personal
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The Unaccented Pronoun Constraint in English®

Arpold M. Zwicky
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j pronouns are unscceptable in certain positions in English, as in the (b)

(1)

I| @

(2

(4)

(5)

(E)
(7}

(8)
ol

(10}

(11}

(12)

sentences below.

a. We took in the unhappy little matt right away.
b #We took in him right away.

a. Marths told Neel the plot of Grawity's Rainbow.
b. #Martha told Neel Tt.

a Across the plainay ceme the Twentieth Century
4 Dedn Limited.
b. *Across the plains { came It.
Thesiars

a.- Poaing on the couch was Henry Eissinger.
L. *Posing on the couch was he.

i . i ; 1ing.
4 #Gee whillikers!” exclaimed Qona with great fee
:. *"Gee wh!i-llilmrn!" exclaimed sh¥ with great feeling.

The accent condition is crucial, simce pccented personal pronouns
are acceptable in such cases:

They took im hér, and we took in him.

“gee whillikers!” exclaimed shé, of all people.

inherent accent,
Pronouns other than personal pronouns bear some . _
and a.s”:-mnult the constraint will not spply to them; compare (ay-(11}
below with the (b) examples in {1)-{6).

‘We took in somecne.

Koel told Martha a dirty stery, and then Martha told Noel one.

Across the plains came something.

Posing on the fleor was one former Secretary of State, and
posing on the couch was another.

Also, since coordinations of peru.:me_n.l proncuns bear some accent, the
conutraint does not apply to them either:

We took in him and her.

= 100 =

=101 -

Clearly this constcaint is phonological at lemst to the extent of
referring to accent.

2. A discourse structure explanation? One plausible hypothesis
about the data in (3) and (4) sbove is that the function of the
complement +verb+auvh ject construction in them is to introduce, or
present, objecta or persona new to a discourse; Belinger (1971, 584)
speaks of the "adverbial inversion that characterizes the type of
sentence that might be called presentational, in which the referent of
the subject is introduced on the scene". Another plausible hypothesis
ia that the poaition of the subject after the verb in (3) and (4)
reflects this function, since sentences tend to be structured with new
information following old. And m third plausible hypotheais is that
such a postponed subject could not therefore lack accent, since it
neither conveys old information (does not refer to sowething alrendy
given in the discourse or assumed in the context) oor describes
something new but of little consequence to the discourse. That is, on
this mccount the poutponed subject in (3) and (4) wost bear accent,
because it is too important to its discourse not to.

Though I am sympathetic with attempts at discourae atrocture
explanations of apparently gremmatical phenowena, I believe that this
particular instance of such an explamatien does not cover all the data.
To begin with, the constructions of (1) and (2) are not presentational
in function; the direct object in (1) and (2) can guite easily refer to
established topica. To see this, compare the (invented) discourses in
(13) and (14) with those in (15) and (16).

({13) We sew the unheppy little sutt as it shivered on the corner.
We walked up to the unhappy little mutt, and it
pathetically licked our hands. We took in the unhappy
little mutt right away.

(14) Martha told Peter the plot of Gravity's Rainbow. Martha
told Oliver the plot of Grawvity’s Raipbow. Marths told
Noel the plot of Gravity's Eminbow.

(15) ?The Twentieth Century Limited left Mew York om a bright
September morning. Thousands cheered the Twentieth Century

Limited as it left Chicago a day later. Across the plains
came the Twentleth Century Limited.

(16) ?Primping before the mirrors weas Henry Eiasinger. Stripping

off his clothes was Henry Kissinger. Posing on the couch
was Henry Kissinger.

Moreover, the construction in (5), which does have a poatponed
subject as in (3) and {4), is not basically presentational:

{17) Oona carefully poured the niletic acid into the vat. Visions
of El Dorade and sugar—plum fairies swam before Oona's eyes
as the mixture foamed wildly. "Gee whillikers!" exclaimed
Oona with great feeling.
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In fact, even the postponed subjects im (3) and (4) can be coreferential
with mniNP already intreduced, so that they cannot be seen as invarishly
supplying new informatiocn:

(18} The conmittee sat anxiously around the oak table, waiting for
Ronald to arrive and hoping he would agree with their
decision. Into the board room stréde Rinald, and they

all stood up to greet him.

{19} Henry Eissinger had always been one of my herces. For years
I had hoped I would meet Henry Kissinger. Then one day I
arrived at the studic and found a great surprise there.
Posing on the couch wis Hénry Kissinger.

Note that while Ropald and Fenry Kissinger are not without
{uucu;t in the last sentences of these discourses, they are nevertheless

subordinated in accent -to a neighboring constituent. )

Finally, sentences like (10} above and (20) below show that the
information supplied by postponed subjects can be minimal.

{20) Poaing on the couch was someone.

I conclude that the discourse structure account sketched above
could mddress itself only to (3) and (4), and that even for these l;l-ut-
it is seriously fleawed. I turn next to one style of grammatical accoun

for the data.

cular comstraint? It was traditional in
tranu::‘;r:tir:;:!.:::-ur to aee the Eﬂ'ﬂtr:énl illustrated in (1}-(5];;
one applying to particular rules of English®. On this view, what bl
{1b) is & condition on Particle Movement that makes the rule obligatory
"when the direct object is an unaccented personal promoun; compare

{21} We toock hTm in right away.
i Movement
And what blocks (2b), on this mccount, is a condition on Dative
that prevents it frem applying when the direct object is unaccented
personal pronoun; Compare

(22} Martha told Tt to Noel.

dition that
and what blocks (3b), on this sccount, is & :l!.:il-r ©on
prevents Presentational Inversion from applying when the subject is an
unaccented persomal pronoun; compare

{23) Acroass the _plu.:i.m Tt came.

Deowm

Exemple (4b) is @ bit more complex, since Presentational Inversicn

is obligatory with be — 3

(24) *Posing on the couch Hemry Kissinger was.
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I will assume that the noninverted clauses like (25) have a binary,
NP+VP, structure, while the corresponding inverted construction is
ternary, comprising V (a form of be), nonfinite VP, and (subject)

NP; the order of these constituents must be VP+V+NP, as in (4a) versus
{24). Presumably what blocks (4b), then, is a special constraint that
requires VP+NP4V order for the Presentational Inversion construction
when the subject NP is an unaccented persopal pronoun.

{25) Henry Kissinger was posing on the couch.

Finally, (5b) is just like (3b): Quotative Inversion must be
inapplicable when the subject is an unaccented persocnal pronoun; compare
(26).

(26) "Gee whillikers!™ sh& exclaimed with great feeling.

Even if all the subject-verb inversiona can somehow be collapsed
into one rule, there are still three separate rules of English subject
to a phonological constraint, at least in the stendard view of the
matter. Moreover, the cases have nothing in commom—in two cases,
Particle Movement and Dative Movement, the constraint invelves the
direct object (though in the former case the rule is made obligatory,
while in the latter the rule is prevented from applying), yet in the
remaning inversion cases, the constraint invelvea the subject. There
are then two problems: Not only do these cases apparently involve a
violation of the Principle of Phonology-Free Syntax (Zwicky and Pullum
1886}, but they also apparently share no elemsent of structure. If there
can be rule-apecific conatraints of this sort, then there could be a
language just like English except that the constraint on Dative Movemwent
referred to indirect object rather than the direct object, and another
language just like English swcont that the congtraint ou Dalive Movement
prevented it from applying instead if requiring it to apply. And so on.

Deapite the disparities among these conditions, they seem to be
related to one another, and the fact that they have been stated as (at
least) three independent conditions mweans that standard descriptions of
English repeat what is essentially one condition.

4. A syntactic filter smalysis. The first attempt in the
generative literature to subsume the Particle Movement and Dative
Movement facts under a single generalization was made by Reas (1967,
sec. 3.1), who proposed a single "Output Condition om Post—Verbal
Constituents”’ designed to cover not only these facts but also the
preference for the (a) variants over the (b) variants in examples like
{27) and (28).

(27} =, 1 pasaed up all the alternativea that had been offered
to me.
b. ?1 passed all the alternatives that had been offered to
e up.
(28) a. I sent to Robin every message that had come across my
desk in weeks.
b. ?]1 sent every message that had come across my desk in

weeks to Robin.
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Ross’ syntactic filter does not cover the exemples involving
subjects (Presentational Inversion and Quotative Inversion}), however.
And I believe that any attempt to combine the *length and compexity’
constraints illustrated in (27) and (28) with the unaccented promoun
constraint illustrated in (1) and (2) is misguided. The leayth and
complexity constraints are sanifested in a complex pattern of graded
judgments of relative (un)acceptability—that is, as a set of stylistie
{dis)preferences on the part of speakers—whereas the unaccented pronoun
constraint is manifested in sharp grameaticality judgments.

I am not denying here that the length and complexity comstraints
and the unaccented pronoun constraint might arise from the ssme general
‘functional’ motive, nemely to svoid the sequence of a long, heavy
conatituent followed by m short, light constituent at the end of a
senterice. What I am claiming, however, is that this functional
consideration hes been gramuaticized in English in one clasa of cases,
invelving unaccented personal proncuns (but remains only as a stylistic
preference in the other cases).

G. A promodic filter smalymis. A satisfactory solution must begin
with the exhibition of scme thread comson to the various cases. To

achieve these, T will scrutinize cases where unaccented personal
pronouns are acceptable.

The moat obvicus environments are subject pronouns in subject
position and direct chject pronouns in cbject position (immediately
following a verb or preposition with which the proneun is in
constuction):

(29) ShE destréyed hTm becfuse &f Yt.

{30) HE hid tdken Tt frém thZm.

{These examples show, incidentally, that it cennot merely be
sentence-final or postverbal position that determines ungrammaticality,
as might be thought from a hasty exsmination of {1)-{5).)

Both subject and chject pronouns are fine unaccented and in
construction with a following guantifier:

(31) WE bith adore penguins.
(32) Qary took it from th¥as 4ll.

Unaccented indirect object pronouns are acceptable not only with the
preposition fo or for, but alsoc following the verb:

{(33) We offered a walnut gquince ple t& him.
{34) We &ffered hTm a walnut quince pie.

Unaccented possessive pronouns are acceptable in conatruction with a
fallowing nown: :
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(35) HIs sunt and h¥r uncle were ySur cousins.

The pronouns in exswplea (28)-(35) do have a common property: mll
are prosodically attached to sdjoining material to form a prosodic
phrase with it, that is, all are lesners, in the sense of Zwicky
{1982). Subjecta are attached to the following verb, direct objects and
‘moved’ indirect objects te the preceding verb, prepositional objects to
the preceding preposition, promouns in eopstruction with a follosing
quantifier te that quantifier, possessives to a following noun. In
(29" )-(356") I indicate prosodic phrasings for (29)-(35) by means of
square brackets; these are not, of course, the only possible phrasings
{in general, a sentence con howve m number of acceptable phrasings).

(29') [8h# destréyed him] [becfiuse Bf Tt].

(30') [BE h¥d téken Yt] [frém thém].

(31") [wE béth] [addre pEnguins].

(32') [Gary thok Tt] [frim thém &11]7.

(33') (WE &ffered] [& wilnut quince pfe] [té him].

(24') [WE Sffered hTm] [¥ wdluut quince pfe].

(36") [HI= dunt] [Bnd h¥r dnele] [wire yur céusina].

An attached pronoun is not necessarily adjacent to the head of its
phrasal comstituent. Pronouns can, for instance, attach to modified
phrases—subjects to phrases beginning with adverbs, as in (36a). And
posBessives can attach te nominal phrases beginning with adjectives, as

in (37Ta), or numerals, as in (38Ba). The (L) exswples have nonprooominal
NPa in place of the proncuns in the (a) exmples.

(36) =... [8hE nearly] [destroyed him].
b. [The angel] [nearly] [destroyed him].
{37) a. [AYs elder aunt] [is a doctor].
b. [Rubin Smith's] [elder aunt] [isz a dector].
(38) =a. [HE&r- two kangarcos] [are in the zoo].
b. [Kelly Rebinson®s] [two kengarcoa] [are in the zoo].

'I'urﬂing now to subject-verb inversions other than those in
(3)-(6),% I observe that attached pronouns mre acceptable througheut.
This is so for the inversions in questiona--

{39) Was h¥ posing on the couch?

(40) When did sh# learn that pigs can't Fly?
and in various tags—

{(4l) He isn't dangerous, is h&?
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(42} Posing on the couch, was h&E?
(43) Give me a persimmon tart, will ySu?
and in formal “eounter—to-fact’ conditionala—
{44)  Were sh¥ prime minister, she would dissolve parliament.
and in sentences with preposed negatives—

(45) Mot only would h¥ eat the snmeils, he alse enjoyed the
brains im black butter.

My proposal to sccount for the facts im (1)-(5) above will depend
on the assumption that what is wrong in (lb)-(5b) is that the pronouns
have failed to attach to their verbas. In (29)=(45) attachment takes
place, but in (1b)={5b) it is blocked; those pronouns could sccur
accented, as in (B) and (7), but without accent they are unacceptable.
That is, I sm proposing the following filter for English, the Unaccented
Pronoun Constraint (UPC):5

(46) If [N, +DEF, +PRO] constitutes a prosodic phrase by itself,
then it must bear accent.

What (46) rules out is a prosodic phrase containing nothing but an
unaccented personal pronoun. It is a filter on prosedic structures,
rather than (directly) on syntactle structures, and so falls into the
mame class of conditions as the Tilter barring “stranded fo' as in
Zwicky (1982) (which prohibits prosodic phrasea containing nothing but
infinitival to, whether accented or mot) and the filter barring
accented nonfinite anaphorie auxiliaries as in Zwichy and Levin (1980)
and Exicky (1085}, Thess proscdic filters ave illusireied in (47} and

(48), respectively.

{47} & We must go. [N6t to] [would be rode].
b. We must go. ®¥[T6] [would be rude].
¥[T8 would] [be rude].

(48) a. Did they finish? [Everybody] [miist have] [by new].
[Everybody] [must héve finished]

) [by now].
b. Did they finish? *[Everybody] [must héve] [by mow].

6. A condition on prosodic phrasing in English. The constraint in
(46), however, is only part of the story. I must still explain why
attachwent should fail in (lb)-(5b). (The reasoning here is entirely
parallel to the ressoning in the case of stranded infinitival fo.

It is not sufficient to claim that stranded fo is unacceptsble; we
must also frame conditions on the reattachwent of fo to neighbering
material in such a way that this reattachment is possible in (47a) but
not in (4Tb).)

6.1. Some basic assumptions. Notice first that the problem in
{1b}~{6b) concerns only promouns that have failed to attach to preceding
wlements. Attachment to following elements, as in (29)-(32) and
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(35)-(3B), is relatively unproblesatic, although prenouns must be bacred
from attaching to following sentence adverbials in examples like (1b}
and (5b). Assuming, as in {49), that prosodic structure generally
follows syntactic structure, the only examples that require special
comeent are those like (29) and (30), among othera, where subject
pronouns attach to their following VPs. This attachment possibility is
specifically allowed by conditicn (50). Notice that neither {42} nor
(50) would permit attachment of pronouns to following sentence
adverbials.

{49} Syntactic phrases are prosodic phrases except as stipulated
otherwise.

(50) A personal pronoun subject can form a prosodic phrase
with the VP following it.

In this discussion I am thus assuming some variant of the propoaal
in Gee and Grosjesn (1983), in which prosodic organization is built up
on the basis of syntactic structure: (49) correspends to their Syntactic
l?onutituant Rule and (50) to a subcase of their Verb Rule, The question
is now what the conditions are on the attachment of personal pronouns to

preceding material.

6.2. Attachment to the left. The paradigm of such attachment is
the case of objects, whether direct or indirect, attaching to an
immediately preceding verb. The configuration here, cmitting irrelevant
surrounding materinl and an sctusl lexical verb, is that in (51). There
are three aspects of this configuration I will take to be erucial in
determining attachment possibilities: (a) the coustitwent to which the
proncminal NP is attached--its prosodic heat (PH), au I shall call it
bere—is & laxical category {in (Bij, it is a ¥); (b) the PH iy n aiater
of that NP; and {c) the PH governs the case festures on the NP. These
clauses are generalized in the attachment condition in (52).

(51) VP

v NP

I

[N, +DEF, +FRO]

{52) A personal pronoun NP (PPNF} can form a prosodic phrase with
& preceding FH only if the following conditions are

satiafied:
H. the PH and PPNP are sisters;
b. the PH iz a lexical category:
o, the FH is a category that governs case—marking.

This formulation immediately generalizes from V+object exumples of
the form in (51) to Ptobject examples, as in (29) and (30), snd A+object
examples, as in (53) and (54), since ¥, P, and A all govern case—marking.

(53) I think I'm nearer th¥m than you are.
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({54) That photograph isn't very wmuch like hir.

£.3. Blocked attachment. What of the original cases in (1b)-(5L),
where attachment is blocked? In (1b), the VP configuration is as in
{55); compare the ternary structure of the Particle Movement
construction, in (56). In (55) V' cannot be a PH for the FFNP, because
it is not lexical, and P cannot be, because it is not a sister of the
PPNF. 1In (56), on the other hand, V satisfies all three of the

© requirements in (52).

{65) /",P\
'R Iil’
[N, +PRO, +DEF]
¥ P
(56) Ve
A\
&
L'

—F
w

[N, +PRO, +DEF]

The case of Dative Movement, in (2), involwves ¥VPs of the form
V+NP+NP, which I assume to have the internal structure in (57). If the
direct object, the second NP here, iz a PPNP, then it camnnot be attached
to its preceding sister, because that sister s not a lexical category;
the indirect object, the first NP in (57), cen of course attach to its
sister V. The prepositional alternative construction, with VPs as in
(68}, allows either cbject to attach to the left—the direct cbject to
its sister ¥V, the indirect object to its aister P.

(57) Ve
Ve
N
(58) VP
T FP
A
P NP

Examples {3)-(5) are inversion comstructieus, all three exhibiting
what Green (1985) refers to as “inversions over "V"'--over motion verbs
in {3}, the verh be in (4), verbs of saying in (5)—in contrast to
the inversions over a single auxiliary ¥, illustrated above in
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(39)-(45). Inversions over a single auxiliary ¥V yield substructures
like the ome in (G689), in which the subject NP is a sister of the
preceding V, so that the three conditions in (52) are satisfied and a
FPNF can attach te the V.

(59) 8

L .

The examples in (3)-(5) are different, in that the inversioms there
aren’t pecessarily limited to a single word; a modal or an adverls can
move along with the verb, as in {60) for Presentational Inversiom with a
motion verb, (61) for Presemtational Inversion with be, and (62) for
Quotative Imversion.® The inverted verbal material in these exmmples is
underlined.

(60) i Across the pluim} would come the train every few days.
Diown

{6l1) Posing on the couch will be a handsome mailman.
(62) "Gee whillikers!" suddenly exclaimed Oona with great feeling.

Given these facts, I assume that what is inverted in these constructicns
is not just ¥ but actually VP (which might of course have a single
dapghter, V), so that the relevant substructures are as in (63) rather
than (59). Imn (B3), if the subject is a PPNF it cennot attach te VP
(which is its sister, but is a phresal rather then lexical category) or
to ¥ (which is a lexical category of the right sort, but is not a sister
of the subject NP}, and so it must remmin unattached—and by the UPC,

(46), must be mccented.
3
L%

(B63)

6.4, Suvesary. I heve now worked through all the cases enumerated
at the beginning of this article. Twe pieces of descriptive apparatus
are iovolved: a constraint on pronoun attachment in English, stated in
(62), and a prosedic filter for the language, stated in (46). Ne
rule-particular conatraint iz involved, much less sny such constraint
involving the phonological feature of accent.

On this analysis, accents can be diastributed fresly on
constituents, subject to restrictions resulting from the wmeanings and/or
functions of the accents themselves, and subject to parochial
constraints like (46).

6.5. Farther data. The analysis wakes some predictions beyond
these original data. In particular, it predicts that an “ocrphan®
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onal pronoun-—one functioning as part of a larger construction, the
r;:s.mp:r which is espty—cannot occur without accent. What I have
in mind are exssples like (64) and (65), with isolated possessives.

(64) Stephen offered me a wrench, but I insiated that he give me
twd of his.

{656} Tanya told me that all the horses had passed the half-mile
mark in & bunch, but there was so much dust we could
scarcely afe hers.

. th examples the sentence-final pronouns must bear some accent
:{::h:ﬂl: not of course as much as the preceding emphatically accented
words do). And in neither exsmple is the only eligible PH (tha P of
in (64), the V see in (65)) a sister of the poaseasive NP; the
configurations are at least as complex as the structures in (B6) and
(67}, for which (52) will not license a reattachment of this NP to the
left.

(66} FP (BT} /-.l?\
F//\m-" ¥ NP
VA 4
|
[N, +DEF, +PRO] Il‘ (N, +DEF, +FRO] e

{ The problem is not that the pronouns are followed Ly empty or anaphoric
conatituents, as can be seen by comparing (64) and {B5) with the
accusativetinfinitive and accusativetgerundive constructioms in (68) and
(69).)

{68) Ursula was sure the monkeys would soon finish typing out
Finnegan's Wake, but Viola really didn't expect th#Em
to.

(69) Walter believes that Jane Austen wrote erotic novels under a
paeudonym, but ne one else can imagine hir.

One furlher issue concerns multiple attachment. There i, somewhat
swprisingly, a contrast between on the one hand th-_uﬂgrn—tiul.l :
exmmples in (70} (=(2L)) and (71}, with an accented 1ndupundmt‘ind1ract
object pronoun, and on the other hand the grammatical examples in (72}
and (73), with two unaccented objects.

{70) #Martha told Noel Tt.

(71) #Martha told him Tt.

{72} Martha told hIm Yt.

(73) Aaron showed hEr thZm.
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The question is how these data are to be described. If (52) affects a
lexical PH (of category ) by attaching a PPNP to it, in & literal
sense of ‘attach’, then the result of attachment should alsc be a unit
of category &, and further attachment should be possible. Juat this
seems to be what happens in exemples like (72) and (73)——which sugyests
that (52) should assign syntactic categories to proscdic phrases and
should be able to apply to its own output.

Finally, there is evidence, originally put forth by Wesow {1975)
and discussed at some length by Jeccbson (1982, sec. 2), that a trace
intervening between a verb and a personal pronoun cbject can block the
attachment in (52). The judgments are subtle ones, involving a contrast
between the imperfect (b) exsmples in (74) and (75) below and the
ungreammatical (c} exemples.

(74) a. It's hard to tell those children the stories.
b. ?Those children are hard to tell the atories.
c. *Those children are hard to tell them.

(75) .. John gave somecne the book.
b. ?Who did John give the Look?
c. ¥Who did John give it?

The constructioms invelved are Tough Movement in (74) and WH Movement in
{75). A trace condition on (52) would be no surprise, given the fact
that traces seem quite generally to block phonological rules of external
sandhi (Rotenberg 1978) and cliticizations (Bissantz 1985).

7. An alternative prosodic moalysis. A somewhat different, though
still prosodically based, proposal, is wade Ly Selkirk (1984, sec.
7.2.2.4)., Ths first proug of Lhis anaiysis is that personal pronouns
are subject to generalizations about monoayllabic function words in
English, generalizations having the following effect: "If they are not
phrase—final, then they should destress.' (Selkirk, 392)

Systematic exceptions to these generalizations must be made for
auxiliaries, as in (76), as well as for some instances of personal
pronouns. The generalizationsz then cover prepositions, which sust be
accented when stranded, as in (77}, and determiners and
conjunctions/complementizers, which for the most part do not occur
phrase—finally for ayntactic reasons. It is not clear to me that these
generalizations cover encugh ground to be wvalid.

{76) They must hive.
({77) #ho did you give it t&?

I alaso believe that I wade a good case above that phrase-final
poaition is not the relevant variable for determining the grasmaticality
of unsccented persomal pronouns in English. Among other things, the
occurrence of a final monosyllabic adverb like then or pow makes
no difference to the grammaticality of uneccented pronouns:

{(78) a. Down the river the big ships ceme (then).
h. Down the river came the big ships (then).
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. Down the river they came {then].
i !:L #Nown the river ceme they (then).

i ith the fact that
d prong of Selkirk's snalysis copes w.l the
m?mh‘:a:ﬁnmp s do in fact cccour ph'l.‘ﬂ-ﬂ-—‘ finally; this is & T
- tactic restructuring’ rule ‘epcliticizing prenmcuns to :-Pl;::t s
vm-blw or preposition’ (393) and so having scme of the same rau:nn t:jr
(52). I have two disputes ui:g thi: trﬁ:t?;?t; ::i :ﬂ:::n::n gt
syntact le of attaclment; an d
ira:tt;e mnccle::a?mmns are in fact dit%ﬂ'l:ha:l:_:;zm?ﬁ:n;ﬂm
. Selkirk's evidence for a syntactic rule is th
i:l rus;a refer to syntactic gtructure—but conditions on the ooy
syntax-prosody pairing surely refer to ;yntmtl:ﬂi;:;?f:t:;ug : k_m:m o
£2) is just such a condition. With reference g
E;ﬁ]"‘in:_ i:lnt would actually speuklaglaiu‘th:':edmﬁ:pfimﬂi;::twmd
accentad pronouns are clitics, 80 . hing 1d
lnl:l:u.t..ti.fic:“'i.tx!.,-.r speak for the idea—and I believe l:hn; 1:‘:;2? positive
i elitics, since these are special,
ilrmiuuﬂ;:tiueﬁ {:un contrast to lesners, which are commoenplace) .

Notes

*The i k of
this paper [(couched within the framewor
fi rul;:.;n&nni‘wr, as might still be detectable in the mrr'r;nt
tumm;m?l.] was completed at the University of Sussex in l:hnltﬁauti.:-ihz
1977, under the auspices of a Fulbright Research Mlg-li‘u?bright
Lﬂhn:'u.tnr:r i . o t“ m:mrm(;htiatapbz:' Lng‘uct-ﬂign’lm and
i i d London, to my & ;
aﬂmm Mhl?m at Sussex, and te members of md:.r:mnan at Sutnax.th
Camb 13:3 and Lencaster, on whow I tried out “Flur versions of the
1clea: rep::rtud here. Geoffrey E. FPullum's q-ﬁm:_rhih:iiim wnirw:rthelau
it, & t e .
considerable, but I sm taking the credit, : ; ey
i edited and emended in April an May
m ﬁﬂhlmm ;ﬁiiﬂmy ;ﬂ with accented it, to cnrranp-m;d t.z“
s B s g iy e great many sponkers to do with the point at
tical—but for & reason 0
jssue here. These speakers (imluding;nmnm }t:ah;i.;g:m-.;{ my
acquai ce, Jemes Thorme and Jorge
w:n::s of mccented it ungrammatical, even nuut?t:tlw cases
like The dog ate its chicken, and then the cat ate . S
Chomsky (1957, sec. 7.4) makes Particle Movemen e
when the direct object i=s a prun;nm, :_ lml.tﬂ}éﬁ:ﬁ:tira i
1968, 106), who alsc stipu !
ﬁhﬁ?ﬁ%&. l:l:w:II direct nl:,jac:_iu : I;T:Ix:m E:Eb;l:::;“”m ::::t
1led Presentaticnal In when
ﬂsithﬂt:ﬁzui:n first mppeared in the literature on genu:*:t};;ed
: ;I'_l' {to my knowledge) in Green (1974, 169), where it is atiri

o - li:; like (24) are gramsaticel as instances of Topiculization,

i i £
in which case they can be produced with a comma intopation at the end o

the topicalized conatitoent (Posing an the couch, Henry Ki:.:iﬂgn:{
was), but they are not (rﬂatical as instances of Fresen

L]
Inversion.
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4y convenient inventory of the various types of subjecl-verl

inverginnl in Engliah has been provided by Green (1985).
I owe the germ of this propesal to David Stampe.

BPor reasens I de net understend, Presentational Inversion is
blocked for adverbs—=%dcross the plains quickly came the traim-
while Quotative Inveraion is blocked for modals—% "Gee whillikers/!™
would exclaim Oona whenever she saw a toad, These complications do
not directly affect the argument based on (60)-(62), since what is

invelved in not the inversion of ¥V rather than VP, but the blocking of
any inversion at all.
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WH Conestructions in Englisht

Arnold M. Zwicky
Ohio State University and Stanford University

My purpoae here is to survey the major facts sbout English clausal
constructions invelving the ‘wh' words of the language, listed im (1).
My intention is to describe the range of facts that an adequate
syntactic description of English {and its sccowmpanying semantica) must
cover. This is a reference work; I am grinding oo theoretical axes.

(1) WH: how, what, when, (whence), where, whether, which,
(whither), who, whom, whose, why

WHC: a clause containing WH, such as where she wept, in
whose fat they laid the eggs, from the top of which it
alighted

I deliberately exclude from consideration a large collection of
idiomatic constructions invelving WH, such ms those in (2). The
external distribution of these constructions might he of interest, Lut I
assume that in the present context their internmal ayntax is
idicayncratic, so that generalizatioms about English eannot be expected
to cover them.

(2) or WH: Did you sneeze, or what?

what with: What with all the nolse, I never could concentrate.

what for: What did you do that for?

how come: How come it exploded?

who BE who: Everybody who was who was there.
way not: Why oot paint your house puiple?

say when: She started pouring, sand told me to say when.

The literature, both descriptive and theoretical, on WHCs in
English is enorwous. I do not pretend to be surveying this literature
here. Much can be learned from the compendious reference gruwmars of
English. In addition, dissertations on particular types of WHCa—for
inatance, Baker (1968), Elliott (1971), Higgins (1976), Hirschbithler
(1979}, and Delahunty (1982)—survey the literature up to the time of
their writing and so can be consulted with biblicgraphic profit.

The constructions I will be concerned with are named amd
exemplified in the outline below; in each case the WHC is enclosed in
square brackets.

; kxEdbkkRiis
Copular clauses

CL - Cleft sentence: [t was fim [who stole the tarts].
PC - Paeudocleft sentence: [Mhat we saw] was a dog.

- 14 -

= 1E =

(Both constructiona have the property of connectedness: the clefted
XP in the construction is subject to the syntactic conditions
appropriate to the slot filled by WH in WHC, so that the examples
sbove share syntactic conditions with Kie sfole the tarts and

We saw 8 dog. Connectedness is particularly astriking with

respect to reflexive pronouns, as in J¢ was themselves that Sapdy
and Kim saw and What Sandy and Kim saw was themselves, )

Relatives
Neminal modifiers

RR - Restrictive relative: Fhe penguin [shich we
dizcovered on the porch] was obviously lost.

AR - Appositive relative: TWis penguin, [which we
discovered on the porch], was obviously Jlost.

(Note the distinction between these constructions and amount
relatives {Carlson 1977), as in Bvery fion [ there is]

eats meat. Amount relatives share many properties of
comparatives, including the rejection of WH: *Bvery lion
which there iz eats mest. They do permit relativizing

that, however: Every lion that there s eats meat,

As Carlson pointa out, these properties are shared by
superlative relatives: Ao put the best only players

[( that dwhich) he could] into the game.)

Clause ers

M - Concessive modifier: [Abatever they did], Robip
remsioed apachetic,
Noun phrases

FR - Free relative: [Miatf we found] bit me oo the
deg.

CR - Concessive free relative: [#Wiatever they did]
made Robio unbappy.

Interrogatives

M) -~ Main question: [AMief do you see]?
X¥Q - Echo question: [ Fou think you seaw REAT)?

(This comstruction, unlike all the others, does not require
an introducer WH phrase, that is, a WH phrase at the
beginning of WHC. This difference moakes it so hard to
compare usefully to the other constructions that I have left
it out of the table below.)

EQ - Embedded question: I sonder [what you =aw].
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Exclomations -
ME - Main exclamation: [Mhet & good dog you are] !

EE - Embedded exclamation: It ssazes me [what o good
dog you are].

ke

I now emmerate a series of tests that distinguish among the

various WH constructicons just listed. It might well be that a number of
the properties I refer to here can be deduced from the semantic content
or the pragsatic function of the constructions involved, tlmus,h I have
tried to emphasize properties that are to some degree arbitrary from the

point of view of semantics and prageatica. Note that materisks are

assigned to particular sentences as ex ra of the constructions

nemed; s number of these unacceptable strings are in fact anaepi:ahle as
eata-p.l'l.un of other constructions (complements rather than relatives, for

instance).

fiaaoz sy

0, Tests distinguishing wain clause phenomensa “from embedded clause

henomens: MO is distinguished from EQ, and ME from EE, in mauy of
{hg sume. ways that main declaratives are distinguished from embedded

declaratives. In particular, there are constroctions limited to

wain clauses, such as {for many speakera) the interrogative
introducer how come and the interrogative tag or A

+ How come you're making spaghetti? [ma]
-  %Hew come you're making spaghetti baffles me. (BQ]

+ . Are you leaving now, or when? [Ma]
- %I ssked whether she was leaving them, or when. [EQ]

1. Tests favoring interrogatives of one sort or ancther
1A. Permits mhat as introducer:
+ What did Herman notice? [MQ]
I wonder what Herman noticed. [EQ]

What Herman noticed! (ME]
It mmazes me what Herman noticed. [EE]

Whatever Herman noticed, what I uaw was an alligator. [CM]

Whatever Herman notices distresses him. [CR]
What Herman noticed was an ivery spoombill. [PC]
What Herman noticed just bit him. [FR]

- *The bird, what Herman just noticed, is an ivory n:?mnbill.
#The thing what Herman noticed was an ivery spoembill. [RRL]

$Tt was an ivery spoonbill what Hermen noticed. [CL]

[AR]

(Only appositive and restrietive relative clauses and clefts

reject mhat.)

1c.

10,

1E.
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Permita bow as introducer:

How do 1 get the frambis in? [MQ]

I realized how to get the frambis in. [BQ]

How they dancel [ME]

I'm astonished how they dance. [EE]

However they dance, I get nervous. [CM]

However they dance is peculiar. [CR]

How to do it is with o pick-axe. [PC]

Hew they do it improves on my method. [FR]
*The manner, how she did it, wes ingenicus. [AR]
*The way how she did it was with a samurai sword. [RH]
¥It was with a pick-axe how she did it. [CL]

{Az in 1A.)
Permits WHtelse as introducer:

Where else did he go? [MQ]

I can’t imagine where else he went. [EQ]

What else they noticed! [ME]

It's scandalous what else they moticed. [EE]

Wherever else he went, he saw herds of elk. [CM]

Whatever else he saw must have bothered him. [CR]

What else he saw was a crested grebe. [PC]

#What else she had in her hand gave off the scent of amber. [FR]
*¥The cat, which else was chasing birds, jumped inte the air. [AR]
*The bird which else he saw was a bald eagle. [RR]

¥It was an ivory spoonbill which else Herman moticed, [CL]

(Like 1A and 1B, except that free relatives are also out.)
Permits sfiich/shateN as introducer:

What Mhich lamp would you like? [MQ]

I wonder what/which lamp you'd like. [EQ]

What Mhich lasp you picked out! [ME]

I'm nstonished what/which lamp you picked out. [EE]
¥Whatever /Whichever lamp you choose, I'11 be nasty. [CM]
Whatever/Whichever lamp you chose iz em the truck oow. [CR]
?The eagle, which bird Herman just noticed, is alarmed. [AR]
*hat /¥Which bird Herman noticed was mn ivory spoonbill. [PC]
*¥hat /#¥Which atone he had in his hend sparkled. [FR]
2The eayle which bird Herman just noticed will attack his. [BR]
¥It was an ivory spoenbill which bird Herman noticed. [CL]

{Yet ancther pattern, with restrictive relatives,
peendoclefts, free relativea, and clefts out.}

Permits wultiple WH:

Who went where? [MQ]

I know who went where. [EQ]

Who went where that night! [ME]

It's incredible who went where that night. [EE]
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Whoever went wherever that night, the party went on. [CM] 5
‘What she put whers was the earving knife on the aideboard. [PC]

- #Whatever she put wherever broke her toes. [CR]
#The Imights, who went where, were sentenced te death. [AR]
¥The knights who went where were sentenced to death. [HR] B
%It was the carving knife on the sideboard which she put where.

CL]

(5till another pattern, in which concesaive, appositive, and
reatrictive relatives pattern with clefts.)

1F. May centain CL:

+ Who was it who ate the tarts? [MQ]
Who it was who ate the tarts is o mystery. [EQ]
What it was they had in their handa! [ME] 11,
It astenished me what it was they had in their handa. [EE]
Whoever it was that ate the tarts, they're in bad trouble. [(M]
Whatever it was that they had in their hands sparkled. [CR] 3
What it was that they had in their hands wes white sand. [PC]

— . ‘#What it was that they had in their hands sparkled. [FR]
#Him, who it was that ate the tarts, is herribly sick. [AR]
#The person whe it was that ate the tarls is in bad trouble. [HE] =
%It was Robin who it was that ate the tarts. [CL]

{Like 1A aund 1B.)}
16. WH may have modifying relative clouwe:

+ Who that/who likes komquats will be there? [MQ]
I wonder who that/who likes kumyuats will come to the party.
fond
LSy
Whe that/whe is famous came to the party! [ME]
It's amazing who that/who is famous came to the party. [EE]
Mhoever that/whe is at the party asks gqueations, keep silent.

1J.

%ieu:ir that /who was there ate the l;unql.mu will be punished.
= lﬂh!{linghath&;inh T aaw there was on the tsble was a copper box.
ﬂﬂ!izcllmtfwhich 1 sew there was on the table sparkled nicely.
tRuh[::E who that/who liked kumquats can speak Spanish, was o
there. [AR]

*¥The people who that/who liked kumquats came there were few. (BR]
£It was Robin whe that/who liked kumquats could spesk Spanish.

[eL]

{Yet another patterm, uniting interrogatives, exclamations,
and concessives.)

1E.

+

1H. Permits WH+expletive {the fhell, on earth, etec.) as
introducer: ;
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¥Who the hell was there? [MQ]

I don’t know who the hell put water in wy gas tank. [EQ]
Whoever the hell comes, we®ve got te finish the job, [CM]
Whoever the hell did it will hawve to pay. [CR]

#What the hell they put water inl [ME]

*]t amazed me who the hell put water in my gas tank. [EE]
#What the hell he finished was his thesis. [PC]

#What the hell abe had in her hand sparkled. [FR]

#3andy, who the hell just arrived, can tell you. [AR]
#iny person who the hell has the experience ean tell you. [REH]
*It was Sandy who the hell we noticed. [CL]

(A quite different pattern, with everything out except
interrogatives and concessives.)

Permits negative polarity items, especially unstressed aos—
words:

Who saw snything? [MQ]

I wonder whether anyone saw anything. [EQ]

Whoever aees anyone should shout. [CR]

Whoever sees anything, I'm still checking for myself. [CM]
#What anyone saw! [ME]
*It's astonishing what anyone smw. [EE]
#What anyone sew was a unicorm. [PC]
#What anyone had in their hands sparkled. [FR]
*The diemonds, which anyone had in their hands, sparkled. [AR]
¥The people who saw anyone shouted. [RE]
*It was an ivory spoonbill which anyone smw. [CL]

{Like 1H.)
Has grammatically singular subjects afho/sdaty which:

Who was/¥were at the party? [M3]

I wonder what is/%are exploding. [BEQ]

Who has/*have the anawer! [ME]

It"'s astonishing who has/*have the answer. [EE]

Whoever ias/%are there, just act cool. [CM]

Whoever was/#were there was acting silly. [CR]

What was/#were in the rubbish wes chicken bomes. [PC]
What was/¥were in the rubbish swelled awful. [FR]

Those things, which ¥is/are exploding, frighten me. [AR]
The people who #was/were at the party were boring. [RR]
It was several boys who ¥was/were harrassing the cat, [CL]

(Like 1A and 1B.)
Shows inversion:
What does she do for a living? [MQ]
%1 know what does she do for a living. [EQ]
that she does for a living! [ME]

{0f the conatructicns considered here, only M3 permits
inveraion. )




1L.

IN.

1a.
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May I_m infinitival:

What to do? [MQ] ;

I don't hnow what to do. [EQ)
#What to do! [ME]

£It mstonished them what to do. [EE]
HWhatever to do, T should get om with it. [OM]
Whatever to do iz everyone's duty. [CR]
#What to notice was an ivory spoonbill. [PC]

#The eagle, which to notice, is just averhead. [AR]
#The person who to see is Robin. [RR]
%It is Aobin whe to see. [CL]

(Only interrogatives, whether main or embedded, allow this
infinitival constructiem.)

Permits WH+ever as i‘lllt:l;bdw:

Wherever did he go? [Md]

Wherever you go, 111 go with you. [CM]

Whatever he saw distressed him. [FR = CH]

#1 don't know wherever he went. [EQ)

tWherever he went! [ME]

#It's astonishing wherever he went. [EE]

tRobin, whoever is my cousin, likes humgquats. [AR]
*¥our friend whoever is my cousin likes kumquats. [RR]
%It was Rubin whoever liked kumquats. [CL]

tWhatever Robin ate was the kumquats. [PC]

(Concessives occur with —ewer by definition. Otherwise
enly main questions do so.)

Permits shethber {...or not) as introducer:

1 wonder whether they'll come (or not). [EQ]

Whether they come (or not), we'll be ready for thes. (= ]]
Whether they come (or mot) will decide the matter. [cR]
tWhether will they come (or not)? [Md]

tWhether they will come (or not)! [ME]

*It's smazing whether they'll come (or not). [EE]

*The decision, whether we go (or not), must be made. [AR]
*The decision whether we go or not must be made. [RR]

%It was to go whether to go (or not). [CL]

tWhether to go (or not) was to go. [PC]

{ Whether occurs only in concessives - where it fills the
slot of the nonexistent whethersver - and in embedded
questions.)

Permits if (...or not) as introducer:
I wonder if they’ll come (or mot). [EQ]

#If they come {(or not), we'll be ready for them. [eM]
*If they come (ot ::pt’] will decide the matter. [CR]

= TR

(Here if is like mbether, but even more restricted.}

2. Tests favoring relatives of one sort or ancther

2A.

+

Permita that as introducer:

The stone which/that he had in his hand sparkled. [RR]

It was @& stone which/that he had in his hand. [CL]

The stome, which/#that he had in his hand, sparkled. [AR]
What/#That he had in his hand was a diamond. [PC]
What/#That he had in his hand sparkled. [FR]

(Restrictive relatives group with clefta. Concessives ,
interrrogatives, and exlamations all require WH, a familiar
fact that I do not bother to illusirate here.)

Permits @ as introducer:

The stone he had in his hand sparkled. [RR]

It wus o stome he had in his hand. [CL]

*The stone, he had in his haml, sparkled. [AR]
#He had in his hand was a diamond. [PC]

*A dismond was he had in his hend. [PC, inverted]
#lle had in his hend sparkled. [FR, subject]

#I admired he had in his hand. [FR, object]

(As in 2A.)
Permits NP+PP ms introducer (pied piping of complex NP):

Any book the labels of which are smudged may be returned. [RR]
These books, the lebels of which were snudged, were
unacceptable. [AR]
1t was -2 the top of which she climbed te. [CL]
The top of whichever wountain she climsbed to, I applaud her.
[cH]
The top of which mountain did she climb to? [ma]
The tops of which mountains she climbed to! [ME]
It's mstonishing the tops of which wountaina she climbed to.
[EE]
%1 have visited the top of what she climbed to. [FR]
{cf. I have visited what she climbed to the top of.)
%1 have visited the top of whichever hill she climbed to. [CR]
{ef. I have visited whichever hill she climbed to the tep of.)
#The top of what she climbed to was K-2. [PC]
{cf. What she climbed to the top of was E-2.)
#1 realized the top of what she climbed to. [EQ]
{ef. I realized what she climbed to the top of.]

(A pattern that occurs nowhere else in this list.)

4. Teat distinguishing exclemations from interrogatives:

Permitas bow veryptA and wmbat s+N as introducers:
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+ What & nice guy you arel [ME]
How very intricate these facts were came as a surprise to me.
(EE]
-  #What n nice guy are you? [MQ] ;
tHow very intricate these facts were was irrelevant. [EQ]

(Other tests distinguishing ME eor EE from M3 or BQ are given above
in 1H, 11, 1K-0, and 2C.)

Tests picking out FR and PC as a set
4A. Rejecta personal WH (wdbe/whom/ whose) as introducer:

+ #I introduced who stood first in line. [FR]
#Who cawe to the door wea John the Baptist. [PC]
- It wes an urchin who stood on the deorstep. [CL]
Whose little boy are you? [Md] .
Who was at the door was a myatery to everyone. [EQ]
Who we saw at the beach this aftermoonl! [ME]
Who cmse to the door surprised me. [EE]
Whoever sees anyone should shout. [CR]
Whoever sees anything, I'm still checking for myself. [CM]
A person who has good health is fortunate. [RE]
Robin, whes you met yesterday, is a sculptor. [AR]

48, Hes paraphrase with definite pronoun + WH:

+  That which he had in his hand exploded.
= What he had in his hand exploded. [FR]
That which he had in his heand weas a greuade.
= What he had in his hand was a grenade. [FC]
- %7t was = dimmond that which he had in his hand.
of. Tt was a dismond which he had in his hand. [CL]
#] didn't realize that which he had in his hand.
ef. 1 didn't realize what he had in his hend. [EQ]

(The full range of relevant constructions is much wider,
ineluding introducers like the one(s) who, the place
where, ond the person/thing that.)

4C.  Hejects Prep+WH as introducer (no pied piping of PP):

+  #From where she comes is beautiful in the spring. [FR]
(cf. Where she comes from is besutiful in the spring.}
#From where she ceme was Albania. [PC]
{cf. Where she came from was Albania. )
- It was Albania in which she grew up. [CL]
From where did she come? [MQ]
I've just learned from which eity she comes. [EQ]
Across what wide beaches we walked! [ME]
It's astonishing acrosa what besches we walked. [EE]
From whichever city they come, they're all frightening. [oM]
Anyome from whom such pewa comes is welcome. [ER]
Kim, from whom this news comes, has alresdy gone. [AR]

= 128 -

5. Tests distinguishing PC from CL (beyond the cbservation that
CL is of the form IT BE XP WHC, and PC of the form WHC BE XP):

5A.

+

GB.

BD.

Perwits inversion around BE:

Give Arf a bath was what we did. [PC]
*Him was it who stole the tarts. [CL]
*Eim who stole the tarts was it. [CL]

(It is pot clear whether this inversion should be described
a8 the same construction as the inversion in Sitting on the
fence was a duck and Uoder the rock is & salamandsr.)

Has a predicational, as well as a apecificational, reading:

What he wanta his wife te be is fmscinating. [PC, smbiguous]
It's fascinating that he wants his wife to be.
[CL, apecificational only]

Permits ‘semantic’ agreesent of BE with XP:

Thousands of roses was/were what we ssw. [PC, inverted)
What we saw was/were thousands of roses. [PC)
It was/fwere thousands of roses that we asaw. [CL]

Permits extemsions of connectedness (see Zwicky 1984:325f):

What I must do is eat the duck. [PC]
{ef. *I must do eat the duck.)}
What tonk place then sa= thet T agte ths duck. [FC]
(cf. *It took plmce then that I ate the duck.)
What [ need is for someocne to sing. [PC]
(ef. *I need for semeone to sing.)
What they said about Tony was that he lisped. [PC]
{ef. *They said sbout Tony that he lisped.)
%It is eat the duck that I must do. [CL]
%It was that I ate the duck that took place. [CL]
It is for someons to sing that I need. [CL]
%It was that he lisped that they said sbout Tony. [CL]

(Other tesats distinguishing PC from CL have been givenm in 1A-C, 1E,
1F, 17, 2AC, and 4A—C above.)

Notes

*This note begen life as a handout for a beginning syntax course in
February 1974, under the title 'The Wh Squish’. It scquired its present
form in April 1986. My thanks to Robert N. Kantor, who of course bears oo
reaponaibility for the formulation you see here; he thinks it's almoat all
semantica and pragmatica, and maybe he's right.
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Free Word Order in GPSG%

Armold M. Zwicky
Ohio State University and Stanford University

1. Free constituent order and free word order. Recent versions of
generalized phrase structure grammar (following Gazdar and Pullum 198])
provide an elegant acheme for describing free, or relatively free, order
of conatituents within a construct! immediate dominance, or ID, rules,
which license the branching of a construct into certain constituwents, are
distinguished from linear precedence, or LP, rules, which stipulate that
certain conatituvents must occur in a specified order whenever they are
sisters. ! Thus, given the ID rule YP —=>» V, NP, PP and no LP rule
imposing an order on any two of the three conatituents, all six
constituent orders are permitted.

The fewer LP rules a language has, the freer its constituemt order.
Consider, for example, a language with the ID rules in (1) but with no
(relevant) LP rules whatsoever.

(1) 8§ -—> NP, WP
KP —3> (A), N
VP -—3> ¥, NP

In this language a subject-verb-object sentence with a atrocture as in (2)

) [ [aW]1 [¥ (iM]]l]
5 NP VF NP

has eight variant orders—with A and N1 in either order, ¥V and N2 in
either order, and the A-Nl1 and V-N2 combinations in either order. The
eight orders are listed in (3).

YNz AN; ! VNp NjA

{(3) AN; VNp ! ANy NV
Hli No¥ ANy ! NaoV NjA

¥NHe ¢ Np A NegV |

This is free constituent order: within any construct, the
constituents can cccur in all possible orders—but these constituents,
taken together, always make a continuous unit. Free constituvent order is
not the same thing as Ffree word order. In a lunguage with free word
order, (2) would have not 23 = B variants, but 4! = 24: within auy elmuse,
the words can occur in all possible orders.

2. Liberntion metarules. Pullum (1882) proposed to use the metarule
feature of the GPSG framework to describe free word order; a metarule
predicts the existence of one set of ID rules (the consequent rulesa)
from the existence of another set (the aptecedsnt rulea). A
"liberation wetarule' {(lm) & la Pullum cen, for instance, scramble NP
constituents within the VP:

(4) IF VP =—=> NP[F], X
THEN VP ——3 Det[F], N[F], X

= 185 =



1L. .

1N.

10.

= 120 ~

May be infinitival:

¥What to do? [MQ]

I doa't know what to do. [BQ]

tWhat to do! [ME]

#It astonished them what to do. [EE]

tWhatever to do, I should get om with it. [OM]
sWhatever to do is everyone's duty. [CH]

#What to notice was an ivery spoonbill. [PC]

*The eagle, which te notice, is just overhead. [AR]
#The person who to see is Robin. [RR]

#It is Robin who to see. [CL]

{Only interrogatives, whether main or embedded, allow this
infinitival construction.)

Permits WH+ever as iu_tl;ndunn'r‘.

Wherever did he go? [Fd]

Wherever you go, 1°'11 go with you. [OM]

Whatever he saw distressed him. [FR = CR]

#I don't know wherever he went. [EQ]

tiWherever he wenti [ME]

#¥It's astonishing wherever he went. [EE]

*Hobin, whoever is my cousin, likes humquats. [AR]
#¥our friend whoever is my cousin likes kumquats. [RR]
*It was Rubin whoever liked kumquats, [CL]

tWhatever Holin ate was the komquats. [PC]

{Concessives occur with —ever by definition. Otherwise
only main questions do so.)

Permits sfether (...or not) as introducer:

1 wonder whether they'll come (or mot). [EQ]

Whether they come (or mot), we'll be ready for them. [CM]
Whether they ceme (or mot) will decide the matter. [CR]
tWhether will they come {(or not)? [MQ]

#hether they will come (or not}! [ME]

£Tt’'s smnzing whether they'll come {(or not). [EE]

#The decision, whether we go (or not), wust be made. [AR]
#The decision whether we go or not must be made. [RR]

#It was to go whether to go (or net). [CL]

hether to go (or not) was te ge. [PC]

{ Whether occurs only in concessives - where it fills the
slot of the nonexistent mbetherever - and in embedded
questions.)

Permits if {...or oot) as introducer:
I wonder if they'll come (or not). [EQ]

$If they come (or not), we'll be ready for them. [cM]
£If they come (or not) will decide the matter. [CR]

2.

3.
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(Here if is like nhether, but even more restricted, )

Tests favoring relatives of one sert er another

2A.

+

ZB.

Permits that as introducer:

The stone which/that he had in his hand sparkled. [RR]

It was a stone which/that he had in his hand. [CL]

The stome, which/#that he had in his hand, sparkled. [AR]
What,/*That he had in his hand was a diemond. (PC]
What/#That he had in his hand sparkled. [FR]

{Restrictive relatives group with clefts. Conceussives,
interrrogatives, and exlamations all require WH, a familiar
fact that I do not bother to illustrate here.)

Permits @ as introducer:

The stone he had in his hand sparkled. [RR]
It was = stsne he had in his hand. [CL]
*The stone, he had in his hamd, sparkled. [AR]

#He had in his hand was a diamend. [PC]

#A cdiamond was he had in his hand. [PC, inverted]
#He had in his hand sparkled. [FR, subject]
+] adwired he had in his hand. [FR, object]

(As in 2A.)

Permits NP4PP as introducer (pied piping of complex NP):

Any book the labels of which are smudged may be returned. [RR]

Thess books, the lebels of which were smudged, were
unacceptable. [AR]

It was E=2 the top of which she climbed to. [CL]

The top of whichever mountain she climbed te, I applaud her.
[cM]

The top of which mountain did she climb to? [ma]

The tops of which mountains she climbed tol [ME]

It's sstonishing the tops of which meuntains she climbed to.
[EE]

%1 have visited the top of what she climbed to. [FR]
{cf. I have visited what she climbed to the top of.)

#1 have visited the top of whichever hill she climbed to. [CR]

{cf. I have visited whichever hill she climbed to the top of.)

£The top of what she climbed to was K-I. [pc]
{cf. What she climbed to the top of was K-2.)

%1 realized the top of what she climbed to. [EQ]
{ef. I realized what she climbed to the top af.)

(A pattern that occurs nowhere elae in this list.)

Test distinguishing exclesations from interrogatives:

Permita bow verytA and wmibaf &N as introducers:
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What & nice guy you arel [ME] 5. Tests distinguishing PC from CL (beyood the observation that

How very intricate these facts were came as a surprise to me. CL is of the form IT BE NP WHC, and PC of the form WHC BE ¥P):
(EE]

fWhat a nice guy are you? [MQ] 5A. Perwits inversion arcund BE:

#How very intricate these facts were was irrelevant. [Ea]
+ Give Arf a bath was what we did. [PC]

{Other tests distinguishing ME or EE frem MJ or EQ are given above = #Kim was it who stole the tarts. [CL]
in 1H, 1I, 1E-0, and 2C.) *Kim who stole the tarts wams it. [CL]
Teats picking cut FR and PC as a set (It is not clear whether this inversion should be described
as the same construction as the inversion in Sitting oo the
4A. Rejects personal WH (who/whos/smhose) as introducer: fence was a duck and lbder the rock is s salasander.)
+ *I introduced who stood firast in line. [FR] GB. Hes a predicational, as well as a specificational, reading:
#¥ho came to the door was John the Baptist. [PC]
- Tt was an urchin who stood on the doorstep. [CL] +  What he wants his wife to be is fascinating. [PC, ambiguous]
Whose little boy are you? [MQ] : - It"s fascinating that he wants his wife to be.
Who was at the door wes a mystery to everyome. [EQ] [CL, specificational only]
Who we saw at the beach this afterncon! [ME]
Who ceme to the door surprised me. [EE] G6C. Permite ‘semantic’ agresment of BE with XP:
Whoever sees anyone should shout. [CR]
Whoever sees anything, I'm still checking for myself. [CM] +  Thousands of roses was/were what we sew. [PC, inverted]
A person who has good health is fortunate. [RR] What we saw was/were thousands of roses. [PC]
Robin, whom you met yesterday, is a sculptor. [AR] = It was/#were thousands of roseas that we saw. [CL]
4B. Has paraphrase with definite pronoun + WH: 6D. Permitas extensions of connectedness (mee Zwicky 1984:325f):
4 That which he had in his hand expleded. + What [ must do is eat the duck. [PC]
= What he had in his hand exploded. [FR] {ef. *I must do eat the duck.)
That which he had in his hand was a grenade. What tonk nlacs then wes that T ate the duck. [PC]
= What he had in his hand was a grenade. [PC] {ef. *It took place then that I ate the duck.)
-  #Tt was a diemond that which he had in his hand. What I need is for someocne to sing. [PC]
ef, It was s dismond which he had in his hand. [eL] {cf. *I need for somecne to aing.)
#] didn't realize that which he had in his hand. What they said about Tony was that he lisped. [PC]
ef. I didn't realize what he had in his hanad. [EQ] (ef. *They snid sbout Tony that he lisped.)
- ¥It im eat the duck that I must do. [CL]
{The full range of relevant comstructions is wuch wider, #It was that I ate the duck that took place. [CL]
including introducers like the one(s) who, the place %It is for someone to sing that I need. [CL]
where, and the person/thing that.) %It was that he lisped that they said about Tony. [CL]
4C. Rejects Preptll as introducer (no pied piping of PP): {Other tests distinguishing PC frem CL have been given in 1A-C, 1E,
1F, 1J, 2AC, and 4A-C sbove.)
+ %From where she comes is beautiful in the spring. [FR]
{cf. Where she comes from ls beautiful in the spring. ) s

#From where she came was Albania. [PC]

{cf. Where she came from was Albania. ) *This note begen life as a handout for a beginning syntex course in
It was Albania in which she grew up. [CL] February 1974, under the title 'The Wh Squish’. It acquired its present
From where did she come? [MQ] form in April 1986. My thanks to Robert N. Eantor, who of course bears no
I've just learned from which city she comes. [EQ] responsibility for the formulation you see here; he thinks it's almost all

Across what wide beaches we walked! [ME] o s ygens o s
It's mstonishing scross what beaches we walked. [EE] e g maybe igh

From whichever city they come, they're all frightening. [coM]
Anyone from whom such news comes is welcome. [RR]
Eim, from whom this pews comes, has already gone. [AR]
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Free Word Order in GPSGk
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Ohio State University and Stanford University

1. Free constituent order and free word order. Recent versions of
generalized phrase structure grammar (following Gazdar and Pullus 1981)
provide an elegant scheme for describing free, or relatively free, arder
of constituents within a construct: immediate dominance, or ID, rules,
which license the branching of a comstruct into certain comstitwents, are
distinguished from linear precedence, or LP, rules, which stipulate that
certain conatituents must occur in a specified order whenever they are
sisters.l Thus, given the ID rule VP —-> ¥V, NP, FP and no LF rule
imposing an order on any two of the three comstituents, all six
conatitvent orders are permitted.

The fewer LP rules a lenguage has, the freer its constituenmt order.
Consider, for exsmple, a language with the ID rules in (1) but with no
{relevant) LP rules whatscever.

(1) B —> NP, VP
VP -—> ¥, NP

In this language a subject—verb—object sentence with a structure as in (2}

2 [ (Am ] [¥ [N]])]
5 NP VP NP

has eight varient orders—with 4 and N1 in either order, V and N2 in
sither order, snd the A-Nl and V-N2 combinations in either order. The
eight orders are liasted in (3).

(3) AN; VNz | ANy Ng¥ ! TNz ANy ! VHNp NpaA
NyA VNpg ¢ N A NagV | NaV ANy @ NoV N3 A

This is free constitwent order: within any comstruct, the
conatituents can occur in all possible orders——but these conatituents,
token together, always make m continuous unit. Free constituent order is
pot the same thing as free order. In a language with free word
order, {2) would have not 29 = 8 variants, but 4! = 24: within any cleuse,
the words can occur in all pessible orders.

2. Liberation metarules. Pallum (1982) proposed to use the metarule
feature of the GPSG framework to describe free word order; a metarule
predicts the existence of one set of ID rules (the conseguent rules)
from the existence of another set (the anfecedsent rules). A
*liberation wetarule' (lm) 4 la Pullum can, for instence, scramble NP
constituents within the VP:

(4) IFVP -—-> NP[F], X
THEN VP ——> Det[F], N[F], X
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According to (4), if it is permissible for VP to branch inte certain
conatituents, namely an NP and any set X of other constituents, them it is
also permissible for VP to branch into a somewhat different aet of
constitoents, comprising Det, N, and the constituents in X. Thus, if /NP,
v/, /NP, NP, ¥/, /NF, PP, V/, /NP, V¥, VP/, say, can all be constituent-
aets of VP, then so can /Det, N, V/, /Det, N, NP, V/, /Det, Det, N, N, V/,
/Det, N, PP, V/, and /Det, N, V, WP/.

As it happena, the literature on lms has concerped itself almost
entirely with one particular lm, osmely the one that liberatea the
constituents of WP inte S as im (5), thereby permitting LP rules that
express ordering conditions on the 'Satzglieder’, that is, the major
phrases of an 8.

(5) IFvWP -—2 %, X
THENE —> NP, V, X

Versions of this Im are given for Malus by Stucky (1981, 1982, 1983),
for Modern Greek by Horrocks (1983, 1984), and for German by Uszkoreit
{1983).

3. Problews with lms. What's wrong with liberation metarules like
(4) and (5)? Five things that I can see.

3.1. Comnection to mediators not expressed. These lms are not just
any old metarules. Rather, in each caxe the formula for the antecedent
and the formula for the consequent stand in a special relationship. In
{4), the left-hand sides of the two formulee are identical, and the
right—hend sides are nearly so, differing only in that the right—hand side
for the untecedent mentions a single category (NP), the medisting
construct, where the right—hand side for the consequent mentions several
(Det, W), the sediating constifwents. In (5), the right-hand side of
the antecedent is a subpart of the right-hand side of the consequent; here
the wediating construct is the left-hand side of the consequent (5), while
the mediating constituents are the right-hand side of the antecedsunt (VP)
and the extra constituents in the left-hand side of the consequent (NP).

Indeed, the mediating construct (NP in (4), S in (5)) auwd the
mediating constituents (/Det, N/ and /NP, VP/, respectively) are not
randomly associated with one another. Rather, they are related via an
existing sediating rule or wediator, NP -—>» Dat, N in (4), end §
~— 3 WP, VP in (5).

What is importamnt here is that in (4) and (5) the mediating comstruct
and mediating constituents are not coonected in any way to the mediating
rule. HMothing says that (4) and (5) are much more probeble metarules
than, say, (4') and {5').

(4') IFVP —>» WP[F], X
THEN VP —> P[F], A[F], X

(5') IFW —3 V¥, X
THEN: AP ——> PP, N, ¥
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2.2. Coomection smong tramslatioms not expressed. Second, as (4)
and (5) are stated, the semantic interpretation principle for the
consequent has no intrinsic connection to the translations for the
antecedent or the mediator, even though it is in fact a composite of these

That ia, im (4), the way in which the translation for VP is built up
out of the translations for Det, N, and the X constituenta is that the
tranalations Tor Det and N are combined in the same way that they are in
the mediating rule NP ———> Det, N, and this translation is combined with
the translations for the X comstituwents in the same way that the
tranaslation for NP is combined with the translations for the X
constituents in an antecedent rule VP —3 NP, X. The way in which
translations combine must be stipulated in a full statement of (4}, at
least in versions of OPSG advanced until recently.? Similar cbservations
hold for (5).

#.3. Inheritsmce of features stipulated rather then predicted.
Third, the inheritance of the features from the mediating construct to the
mediating conatituents has to be stipulated in (4)-—as if this inheritance
had no connection to other privciples of feature inheritance, in
particular the Head Feature Convention and the Control Agreement
Principle. But in fact, N in the consequent of (4) should bemr the
features [F] as a result of the fact that NF in the antecedent beara thoss
features, via the HFD; and Det in the consequent should bear those
features as a reault of the fact that N bears them, via the CAP.

3.4. Spuricus stroctural ssbiguities predicted. Fourth, claugsea in
which coconstituents cccur contiguous to one another are sssigned a number
of constitusnt structures, ranging from the fully hierarchical (or
‘configurational®) to the utterly flat (or ‘nonconfiguratienal®). But
there is no reason to think that such clauses have any structure other
than the perfectly flat. Certainly there is no resson to think that they
are structurally amsbigoous.

To see the problem, suppose we're looking at a language with both the
Imz (4) and (§), and consider a 3V0 sentence with the shape NP ¥ Det N.
This sentence is predicted to have four distinct structures (all with the
game translation): one completely hierarchical atructure, assuming
peither (4) nor (5) hes applied ([ NP [ V [ Det N ] ] ]); one flat
structure, ssauming both have applied ([ NP ¥V Det N ], with neither Det N
nor ¥V Det N making a constituent); and two intermediate structures,
susuming that only one lm has applied ([ NP [ V Det N ] ] and [ NP V [ Daf

N1

But atudents of free word order languages (like Hale 1983 discussing
Warlpiri) observe that there is no evidence for interpal constituent
strocture in these languages; it is this fact that has led some to sugges®
that every clause in these nonconfigurational languages has the form W,
each 5 branching directly into its component words.

3.5. Restriction to lexical metsroles wiolated., Fifth, some lms
will have antecedents (like VP -—-} VP, AdvF or NF —> NP, FP) that do
wot introduce lexical categories—hence, asccording to Flickinger (1983},
should not be possible metarules at all. If we adhere to Flickinger's
restriction, then it will be impossible to liberate the comstituents of a
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VP inte a larger VP alse containing an AdvP,

or to liberate the

econatituents of an NP into a larger NP also containing a PP.

4. The universal liberatiom metarule

(ne response to

these criticisms would be to posit a single lm as in (6}, male available
{though not made ocbligatory) by univeraal grammar. Here I follow a
suggestion by Horrocks (1984: 119): ‘Let us suppose that UG makes
availshle a basic, fully hierarchical, f-theory, and ... devieea for
"flattening out™ hierarchical structure, nemely generalised versions of’

his lms.

(6) IFA-—>B, X ANPR —> ¥ FHEN A -—> X, Y,
where A is any category, B any category other than B,
and X and ¥ any sets of categories.

The restriction-that B not be 5 is designed to prevent the liberation of

material from m cleuse into a superordinate §; the generalization here is
the familiar one that languages do not permit the interpolation of

materinl from one clause within ancther.

An snalysis using the universal Im (ulm

} in (B) would provide the

basis for m response to the first three criticisms. As to the firat: The

uls explicitly menticns Lwo antecedent rules

, one of which is the

wediator, in addition te the consequent. The mediator in (4}, WP -==2
Det, N, is the second antecedent in the scheme of (6); the mediator in

{5}, § ——3 NP, VP, is {in the form § —>» VP, NP) the first antecedent in

the achewme of (B).

As to the second: Though (6) does not specify the translation for the
consequent, this can in fact ba given by the ulm - note, given universally,

" pot stipulated for each lm — ss composed from the translations for the
_two antecedents in the scheme of (6).

As to the third: Since ﬂ-e. medinter is

explicit as one of the

antecedents in the scheme of (6), features can be assumed to be
distributed in all the relevant rules by mesns of the HFC and CAFP.

The fourth and fifth criticisms remain, however. In addition there
is now & mixth criticism: This analysis predicts that any language is
either perfectly nonconfigurational (if it has (B)) or else basically
configurational (if it lacks (B} - though it might have some parochial

lms, if sny of these are allowed). Such a typelogical divide, labeled the

i furcationist view' Ly Pollum (18982: 215), seems too sharp, though it

has been favored by some, for instance Hale

(1082). Hale himself haa

shandomed strict bifurcationism; in Hale (1983: 44-6), he speculates that
there might be three subtypes of nonconfigurational lamguages.

In any event,

surprisingly little seems to be known shout degrees of

word order freedom in the languages of the world; the now immense
literature cn word order (mpch of it summarized in Hawkins (1983, esp.

chs. 1 and 2)) is focused on linearizatiom,

in particular on potential

-universal principles of linearization, rather than on freedom. The
Australian sboriginal languages Hale has studied appear to represent one
typological extreme, while English happens to be at or close to the other

extreme, but we have little systematic hoow

ledge of what is possible in
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between, and it would be inapp i i i
basis of a very small and shu;dup:::ifat:fei'::::[zmmumi“ .

5. Paremetrizatiom of the ulm. Intermediate eas
;mflmr::af.lmlitr are poasible if (6) is mtminmu -b:n apply onl
ig'rr.m; ain npec%fi.ed category pairs (A, B) in a particular language, i 4

; parametrized as in (6') to a set P of mother-daughter pairs ;pf &
ph‘.nm-a‘ - categories. Again I follow a suggestion made by Horrocks ¢1984:
119): “We might alsc suppose that the gramsars of languages make v i "
fi&ﬁ:‘a&l of use of these devices [Ims], some, perhaps the w—cnlled.:: )

anguages (see Hale 1982 and Pullum 1982), making free and extensive use

of both,
i others, say Modern Greek and English, wnking very limited use of

. :
(') Given a pair-set P for a langusge, then for any pair (A, B) in

a. A and B are phrasal cat

b. B # 8, und e

e. JFA—>B, X AMDE —> Y THENVA —> ¥, ¥
where X snd ¥ are any sets of mtm_rnri:-n. '

For a perfectly configurational langua
ge P would
:::i:.ﬂ::;; !:u:: th; mﬁwﬂ. while for a perfectly N
rationa ge F would include every relevan i
:g:ll-ﬂ:xr,t:u the value ALL. Other order l:ypuryarn upecltfipo.t;ll:'itﬁr i
MILL or ALL. Nearly configurati

require a gpeciflcutiun of P, and nearly maﬁrﬂn:}.gulwrﬂmml mlmgungeuld
le ld require a specification of the pairs not in P. Assuming that a

enguage is more complex as more conditions are required to describe ita

pair-set, this proposal would fa .
permitting intermediate ones to Mmcu:he pure order types, while still

A very common sort of mearly nomconfi i guage
gurational 1 =
uexu“ m?l i:;;;lhb:ﬂ:i.m;;:, Tamil, and Eorean, umord.i:g t:n-y informants - is
r is free, except that the consti
make a continuous unit (emd typi ] el ey
ypically are subject to rigid orderi
constraints of their own, describable in LP itk
: rules).
the pair-set P includes all except thome in uh.'t:Til! =F;.MI 8

I do not suppose that there is nothing more to be aa
f:‘:.r—uet-ﬂ that occur in the grammars of the world's La.ng‘tu;euid d:a:;a:hﬂ
c“imaa are, so to speak, free to pick any pair-set whatsoever. On the
o l'ﬂli‘:!".. I_Bxpm::t that there are constraints on, and i.upli.cntlm.ml
!f eralizations within, pair-sets, and that these should be stated as part
of univeranl grammar, though I am not now in & position to make s ifl'mI
proposals about the metter. #s T pointed out aheve, much r-ainlp:: 11::

discovered abou i
{lacovered sbout the extent of intermediate degrees of configuraticeality

S 6. HI:;A! ru.].u._ The fourth and fifth criticisms have still net
- :dﬂl'ﬂ ot To avoid predieting spurious structural ssbiguities, we
rrange ngas so that only one structure is sssigned, by generalizing

the idea :
ety of ‘phantom categery’ already proposed in GPSG (Gazdar and Sag
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cate, is one that appears as the construct in at !.mt
one I; ﬂ;:tl;-ut Mtg:.ry. conatituent in any ID rule. As a result, it will
not appear as a node label in constituent structures, but rules with the
phantom category as their comstruct will nevertheless be availsble as
antecedents for metarule application.

The extension of this idea that I have in wind is the following: Mot
all ID rules will mctually license branchings; instesd, some ?ill act aa
‘phantom rules’, serving only to provide antecedents for applications of
(6"). In particular, I propose that the -ufffm_:t of (6') be reined in by
(7), which is a revisien of one of the conditions defining well-formed

conatituent structures:

(7) Arule A—> B, X ¥
licenses the branching of A into B and X

only if (A, B} is not in the pair-set P.

To see how (7) works, consider a language with the II_ZI rules in {(Ba-e)
and with a pair-set F containing all relevant pairs in which B # NP.

8 —> HF, VP

B¢ —3 Det, N

WP —-> V¥, NP, (AdvF)
v —3> ¥, VP

AdvP =—> Deyg, Adv

(8)

L

this 1 the following pairs (ameng others) are in P: (8, VF}, (VF,
i':;, I{'ql';', r&ﬁt‘{w. ¥P). According to (7), then, the ID rules (Ba), (8c),
and (Bd) fail to license branchings and so are phantom rulea. From (Ba)
aod {Bd), by (6*) it follows that

(8) f. & -—> NP, ¥, VP

is an III rule, but sccording te (7) it is a phantom rule, aimce (S, VP) is in

P. From (8f) and (Bc), by (6°) it follows that
(8) g &—>NP, ¥V, ¥V, NP

ID rule, and an actusl one, since neither (S, WP) nor (8, V) is
i: ;m(thut:i:;t is out because its second member is NP, the second b-ecmrt
its second wewber im a lexical category, V). The set of actual rules also
includes (Bh—j):

(8] h. & -——> NP, ¥, NP
i. % —» NP, V, NP, Deg, Adv
Jo B =2 MNP, ¥V, ¥, MNP, Deg, Adv
i the
On this analysis the structure masigned to s construct ia
flattest one availsble. In my example, those are the structures provided

by (Bg-j).

i Ita effect is
Adopting (7) changes the character -u:!' {6') entirely.
now to specify the syntax of a langusge, its set of m:tu?l rules, lulll
subset of a larger set of rules, rather than to expresa 1-:11catim:n i
generalizations about the set of sctual rules (mnd so in effect exten

i b

the set of actual rules). That is, (B') is not a metarule at all, but a
(universal) principle of a quite different type. The fifth criticism of
(B) is thus averted, and our proposal no longer depends on the metarule
feature of GPSQ at all - a welcoms conaequence in light of recent moves
{on independent grounds) to sbandon this feature in favor of other
theoretical constructs, as in Pollard (1984).

A final note. In a framework combining (6') and (7), many of the
properties that have been claimed te characterize nomconfigurational
langueges do not follow from the fact that for these languages P =
ALL. Consider the list in Hale (1982: BE-T) - (a) free word order,

{b) discontinuous constituency, (c) pronoun drep, {d) lack of NP-movement
tranaformations, (e) lack of dusmy NPa, (f) rich cese aystem, {g) complex
verb words - te which I would add (h) the occurrence of fixed-position
{usually second-positien) clitica. Properties {a}, (b), and {d) all
follow from my ulm treatment, but the others do not. Properties (c) and
(e) are two sides of the sawe coin, but the fact remains that nothing T
have said would connect free word order with pronoun drop, rich case
systems, complex verb words, or fixed-pomitien clitics.

This does not seem to me to be e unwelcome state of affairs. Though
there might well be some wniversal asscciations within this set of
properties, I doubt that smy of them entails or is entailed by free word
order, so that it would be no virtue for a theoretical fremework to
necessitate one or more of these entailwents. There are the familiar
functional resmsons motivating a tendency towsrds m trade—off betwssn rigid
order and such properties as case marking, complex verb words, and
fixed-position clitics, and in my view these reasons need not be fromed as
principles of universal grammar. Coosider Liswu, which has extraordinarily
free constituent order; according te Hope (1973: 85-6), the sentence 'This
morning beside your house I gave Asa a slap on his ear’ has 720
grammatical, and synomymous, tramslations into Lisu - one for each of the
orders of the six NPs involved. Thus, Lisu is a nearly nonconfigurational
language of the same type as Finnish, Temil, and Korean. But unlike the
latter three languages, with their rich case ayastems and extensive
agreement morphology on verbs, Lisu lacks nominal inflection {though topic
NPs are marked by an enclitic) and has no verbal morphology beyond the
warking of mood. As Hope points out, widespread ambiguity results with
respect to the grasmatical relations NPs bear to the verb of their clause:
apeakers manage disambiguation nomsyntactieally - by reference to
(linguistic or nonlinguistic) context and real-world knowledge.

Hotes

¥The wain ideas in this paper were developed in a GPS0 course at Ohio
State in autumn 1984 and expanded in & seminer in susmer 1985; esaentially
the current version wes presented at the Linguistic Inatitute swmner
meatings at Georgetown University in July 1985. Thanks to Gerald Gazdar
and Geoffrey K. Pullum for their comsents on am earlier draft and to
Belinda Brodie, Paul Chapin, end Joel Nevis for their comments on the July
1985 version. This is the version of 25 July 1986.

As Pullum (1982) cbaerves, sdopting this veraion of the ID/LP format
restricts the set of languages with GPSG syntexes to a proper asubset of
the context-free languages; the restrictiom follews from the stipulation
that an LP rule X < Y requires that ¥ precede Y whenever they are sisters
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——regardless of what mother category dominatea them and regardless of what
ID rule licenses this cenfiguration. If LF rules are permitted to refer
to the mother category, then no restriction of the set of CF languages
results {though generalizations could still be stated across separate ID
rules licensing similar configurations, for inatence separate rules
lineu!i:ﬂ the branching of VP inte V and VF).

In Klein and Sag (1985) and Gazdar et al. (1985), in contrast, all
translation schemes are derivable from the forma of rulea.
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Immediate Precedence in GPSGE

; Arnold M. Zwichy
Ohio State University and Stanford Univeraity

and Joel A. Nevis
University of Michigan

1. Precedence snd issediate precedence. The ID/LP {inmediat
deminance/linear precedence) format of generalized phrase nl:ru:::u:a
gramsar (GPEQ) separates the principles expreasing conditions on branching
from those expresming conditions on the relative order of sister
?mtii:?mtt. IM}“ principle is of the form X ¢ ¥, where X and ¥ are

poasibly complex) category names; such a principle requi that Bgory
X precede category Y whenever thu.hm are sisters.l b -

Precedence in this sense need not be inmediate. Thus the LP diti
j.n (1), while excluding the orderings of sister constituents ¥, H;?na::ll;;;
in (2), permits all of the orderings in (2)—including V PP KP; in which v
and NP are not immediately adjacent to one another,

(1) ¥ ¢ NP
{(2) #NP V PP, $NP PP ¥, #PF NP V
(2) ¥V NP PP, V FP NP, PP V NP

However, in a language with considerasble hierarchieal (rather tham
f_l-t}lc?nltitunnt structure, were precedence (symbolized by the simple
sign f‘l and immediate precedence (which we will sysbolize by the double
symbol "<<") will often emount to the same thing, Thus the LP principle
{4) helds in English, where it has the effect of requiring (5), given that
Det and Now have ne further sisters under NP. In this particular case in
English, a simple precedence condition would suffice.

{4) Det < Nom
(5) Det << Nom

2. Pomitioning adverbs in Finnish. Now cor
flatter comstituent structures and freer word ur:;:rdn:h:n]gg;:; -
Conaider, for exmmple, Finnish, where word order within a clause is free
(except that NPs have continuous, atrictly ordered parts) and also where
the words (again, except those in NFu)} are immediately dewinated by 5.
Finniah permits all six orderings of the constituents in a sentence
composed of a subject, a direct chject, and a finite ¥, aa in (68):

(1:3] Juha lyd Heikkid. ‘Juba hits Hedikki®
Juha Heikkid 1y&.
Lyd Juha Heikkis.
Lyd Helkkif Juha.
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e, Heikkid lyd Juha.
£f. Heikkid Juba lyd.
Deapite this general freedom of word order, Finnish has a pumber of

adverbs whose locatlon is quite rigidly determined with rupectz to other
words; one such item is the sentential adverb myds ‘aleo, too'.

We must observe first that myds belongs to two distinct adverbial
clmases, that is, that it has two distinct usea: first, in what we will
call its 'locsl’ use it is attached to (and normally precedes) the
constituent it modifies, as in (7).

(T} = Eilen Juha antoi kirjen myds Marjalle.
*Yesterday Juhn gave a book also to MARJA®

bh. FEilen Juha antoi Marjalle myds kirjen.
*Yesterday Juha gave Marja alsc a BOOK"

c. Eilen Juhn myds antoi Marjalle kircjan.
*Yesterday Juha alsc GAVE Marja a bLook’

i ‘yantential® use, which is the one of interest te us here,
wl:;t:m;:uw the wlmie sentence, and it must i.-?diutaly follew
the finite V--wherever this V happens to be located in its 5. We :
i1lustrate this copstraint in (8); (8a) has ¥ i:r? second position, (Bb) in.
imitial positien.

(B) a. Juha antoi mpds kirjan Mar jalle.
‘Also, Juha gave & book to Marja'

k. Arbed ..ﬂ.liilz Juhe kirjian Marinlle.

The sentences in (Ba) and (Bb) are not, of course, prlq_;lnticnlly
equivalent; but they are both grammatical, they are semantically
equivalent, and their sesuntics differs from the semantics of the
sentences in (7).

The traditional approach to finite verb + mpds units assumes that
the two form a subconstituent in the sentence; we will lsbel this )
‘ayubeonstituent V'. Immediate precedence would fall out from immediate
dominance under this treatment, just as it does for English in Det and Nom
as sbove, aud ordinary precedence would suffice. Now we know of no
avidence that actually favors this approach, and there are considerations
that speak against it, having to do with the generally flat constituent

atructure of Fionish Ss.

Firat, other sententisl adverbs, VP adverbs, and verbal adverbs are
clearly, like V and its NP arguments, daughters of constituents larger
than ¥': in Nevia (1985) it is argued that rules generate some of thesae as
deaughters of VP which then appear as deughtera of § by virtue of a
* flattening' metarule. HNot only would myds have to belong te a .
special subclass geaerated as a dsughter of ¥* rather thnn YP or 8, but i
would nlso have to be exempted from the general flattening effect.
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Second, there are sentential adverba having sultiple positioning
within the sentence, including the slot immediately after the finite V.
(ne such adverb is sententinl waip “only, just', which cceurs in
sentence—second position ms well as immediately after ¥. If an ID rule
generates myds as a daughter of V', then the same rule generates
vainr in this configuration——in which case wvain requires not only
two separate LP rules {as will any adequate analysis), but also two
separate ID rules.

We conclude that ID rules gemerate myds s m sister of the finite
V. The analytic problem we are then addressing is how to state an ordering
censtraint on the daughters of 5.

_ 3. Eliminating <¢ in favor of <. Suppose the class of adverbs like
myds in its sentential use is labeled [Class:29]. Can the obvious and
elegant principle {9) be eliminated in faver of principles using enly mere
precedence, < 7

{9 [+V, -N, Bar:0, +Finite] <¢ [Adv, Class:29]

Yes, but the cost is greater than the prize. In general, the precise
effect of the principle (10) can be achieved by the conjunction of the two
principlea (1la) snd (11b}.

{10) XY

(11} W
b. (M X<Z & Z<Y)

Principle (lla) is of course innocuous, but (11b), with its
qunn%ifimtim over categories, is quite suspect: countensncing such
conditions extends the range of expressible generalizations sbout linear
p-:eoadm inte new territory, so that conditions like the one in (11'),
which allows phrasal but not lexical categories to intervens between X and
¥, would be permitted. MAnd in eny case there is no intrinsic connection
expresged between the content of (1la) and (1lb); we would have no reasen
te expect that (11b) is vestly more likely to cooccur with {1la) than the
condition in (11") is.

(11*) (E)( X < [Z, Bar:0] & [Z, Bar:0] < Y)
(11" (RZY( X <Z B Y<E2)

(The condition (11") by itself requires that when ¥ and ¥ are sisters, one
of them must be the last constituent in its construct. In conjunctien
with (1la) it requires that when X and Y are siasters, Y sust Le the last
constituent in its construet——though no such condition would hold when ¥
combined with sisters other tham ¥.)

It might weem that a simpler selution would be to replace (10) with
the conjunction of twe principles (1la) amd (1le), where '~X' stands for
the complement of the features mentioned in X.

(11} a. X <Y
c. ¥¢ %
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_Aygamin, n.u intrinsic connection is expressed between the content of (lla)

and (1le), and there are technical infelicities associated with apecifying
the complement of complex feature descriptions; the immediate-precedence
statement in (9), for instawce, would heve to bLe replaced by a whole set
of LP conditions referring te <, as in (12}.

(12} [Adv, Class:23] < [-V]
[Adv, Class:28] ¢ [+N]
[Adv, Class:29] < [+¥, -N, Bar:n] (for n>D)
[Adv, Clamss:29] < [+V, -N, Bar:0, —Finite]

But there is a much stronger criticism of (1la) & (1lc): together,
they require that whenever X and Y are sisters, X must be the first
conatituent in its conatruct—and this requirement is usually too strong.
Finnish myds wust immediately follew V, but V does not have to be
clause—initial, as we have already illustrated in exmmple (Ba).

Consider even the very configurational language English, and the
condition in (132) (the requirement that nothing can intervene between a
verb and its direct object, module Heavy NP Shift), as illustrated im
(14). This condition camnot be handled by the combination of conditions
in (15}, because (15) would put ¥V firat in VP whenever there was an ochject
NF. -

(13) ¥V <{ NP

{14) et m-:.r quickly the pot on the atove, *gave yesterday a
marvelous lecture, *ate in the kitchen cheese

(15) a. V¢ NP
b. NP ¢ XP (where X = V, P, A, Adv)

But AdvP can come first in VP as well as later in this constituent, as we
illustrate in (16a, bL).

{16) a. wvery quickly set the pot on the stove
b. wset the pot on the stove very quickly

We conclude that the LP principles of GPSG should be sble to refer
directly to << as well as to <.

4. SBome observations. We heve two final notes, a long one and a
short one. The long one is a remark that immediste precedence is quite
commonly called for in the analysis of languages with free conmatituent
order or free word order, in particolar in the description of items that
wust appear in secomd position or in penultimate pesitien. In the
framework we have been sketching, 'second position”™ translates as
‘immediately following an X in first position’, and ‘penultimate position®
s ‘immediately preceding an X in last position®. This is not the place
to explore how first and last position are to be described; let us simply
suppoae that there are feantures First and Last that are asscciasted with
the firat and last constituents, respectively, in a set of sister
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cl:mu_tituantmg Then the requirement that some item ¥ appear in second
pozition is described by an LP condition like the one in 17).

(17) [+First] <¢ ¥

Finnish has items restricted in just this way. In particular, the
adverbs sukm ‘supposedly’ and fokf "truly' in their uententiui

uses must occur immediately after the first daughter constituest in an S
Ba we illustrate in (1B) and {19) with mukas. The sentences in {1 4
cannot be understood as paraphrases of those in (18).

(18} a. (THxsd) vuoressa muka asuu peikko,
this mountain ADV live troll
‘In (this) mountain supposedly lives a troll’

b. Peikko muoka asuu (t#ssé) vuoresea.

(19) # (18)

¥(Téssl] muka vuoressa asuu peikko,
. ®Muka (t&ssd) vuoressa asuu peikko.
={T§“;} Vuoressn BEUU WUKe peiko.
¥(Téusé] wvuoressa asuu peikko muke.

g Do m

The ID conditions of Finnish will insure that the class of adverlhs t
I!d'hu!.r:i'a muks in its sentential use belongu--call it [Class: 17]—is "
mtri*aﬂmg only as a daughter of 8, along with the main verb and its
various argunents. The LP conditien in (20), which requires immediate
precedence, then permits such adverbs to oceur only in th
e e b only in the second slot

{20) [+First] << [Adv, Class:17]

Our short final remark concerns the generative capacity of syataxes
incorporating immediate precedence conditions as well ns simple :r\eceduuce
conditions. It is easy to see that each such syntax describes a
context-free language (immediate precedence conditions merely eliminate a
finite number of ordering possibilities frem a finite set), so that no
increase in weak gemerative capacity results from permitting immediate
precedence conditions. The gain is entirely in our shility to atate
generalizations.

Notea

*A version of this paper was delivered at the 1985 annual meeting of
the Linguistic Society of America, Seattls. Our thanks to sembers of this
sudience, in particular Richard Ochrle, for their comments. This is the
varai;;:hn a:‘n;flpn;mh 1985,

] ormat was set out in Gazdar and Pullum ’
et al. (1985) for formal development of the proposal . QR e
ur discussion of the relewvant facts smbout Finnish adverbs draws
directly on Nevis (1885),



- 138 -

Hhese ‘position features' mre subject to the followi

; owi g
Fu} if a deughter category is specified for m position fezgu:zndfit:m.
its mother ecategory must be specified for Fas well; and (b) if ;
mother category is aspecified for a position feature F, then exactly
one of its daughters must be specified for F. The position features
ere then a special type of foot feature, subject to the uniqueneas
T:gti:.tr:?uuttin (L) t“ well as to (universal) LF conditions requiring a

rat] ca o precede i i
i i:::o::r‘m:‘ all its sisters and a [+Last] category to
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Incorporating the Insights of Autolexical Syntaxt

Arnold M. Zwicky
Ohio State University and Stanford University

1. The acheme of Sadock (1985) is designed to provide m uniform mode
of description for a mmber of phenomenn, including at least those of the
following sorts, all involving scme appareat ‘mismatch' belween syntax and
morphology. (The labels are merely descriptive; mo theoretical claims are
being made by this taxonomy.)

1.1. Nown incorporation, as in West Greenlandic and Southern Tiwa
{described in some detail by Sadock).

1.2. Compounding, including compounds with the seme shape as
syntactic combinations (like Awerican Aistory).

1.3. Derivation, including derivetive affixes attached to multi-word
(that is to say, compound) units (like -san attached to Forms]
gramear in formal grasoariang) .

1.4. Bound word clitics, whether obligaterily bound (as are the
Finnish ‘particle clitica' deacribed by Nevis 1985) or optionally bound
(ns are the English noomodnl suxiliaries is, hss, ete.): bound
word clitics typically exhibit both promiscuity of attachment and also
attachment te i-forms (inflectional forms) of words rather than to bases.

1.5. Phrasal affix clitica which are attached to a margin of a
phrase (like the English possessive 's) and so exhibit both
promizcuity of attachment and attachment to i—forms.

1.6. Phrasal affix clities which are attached to the head of a
phrase (like the Finnish 'possessive particles’ described by Nevis, or
like the pronominal elitics of most Romance languages); these exhibit
attachment to i-forms, but not promiscuity (since they are attached to the
head = N in NP for the Finnish exsmple, ¥V in VP for the Romance examples).

1.7. Inflection, in which items that are syntactically unitary are
morpholegically complex.

Z. FPolints of agreement. The core of Sadock's proposal is that all
such phencmena are to be described by three sets of conditions: what I
will eall set S, of conditions on tree structures; what T will call set M,
also of conditions on tree structures; and what I will call set L, of
conditions on the pairing of 8 structures (the structures adwitted by set
8) with M atructures (the structures adwitted by set M).

At this level of generality, the picture is a fumiliar ome. I have
painted it myself on occasion (for instence, Ewicky 1983). In my moat
recent exposition of an overall theory of gresmsar (Zwicky 1986), which I
will take as wy frame of reference for the following remarks, 5 ia labeled
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' HAPE would be a more
labeled SHAFE {mmmm'_['lﬂ SI ame), and 1 18 Juoulert
SYNTAX, M is also more mouth-bending, Bame). Sr .t Ty 1abeled
informative, LU presentation, S o A*RSSOCIATION (on analogy with
LIAISON. Im fined name, b , LINKING, or
mmmt' T;Eittt::t::ht of autosegmental phonelogy)
Goldsm .

MATCHING would all be suitable.

§ comprises @
this. We agree that
sadock end T concur on mare t"'!:,.d that 8 atrun:t::_':t“"-‘ b
H on 5 & fhua T

aet of ““diﬂ:” ::mtur:til: reprﬂﬂ““"‘“';;zf calling it) in syntax. “"L
jdentified w y Qeoff Pullum is fond M structures; we rejec
'derivation—think’ (as ;sen a set of conditicus unI in Zwicky (1986)
also agree that M iﬂgrr:ﬂmt to M as well as 5. ts of grammar except
derivatioa-thisk Wi T ation-think for all comPREl 1. Jible o
1 propose ﬂmmmlnﬁiﬂl components, I::d enrlier conceived of,
the lpni:lf!-ﬂ.]-l!lr tew of L (n compenent that 1 ) au well as 8 My
“m-t';ﬁﬂll:“hfm]ti::,“u derivational in cheracter
without re 3
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imarily
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Final Ly, B . thap primarily phoRGLORLEECs T b e -
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o . Throughout his
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4. Poiots of difference. At least three genuine issues arise when
we try to square Autolexical Syntax with the sort of interfacing scheme T
have advocated. 1 am inclined to see these as matters of detail
important detail, granted - within the same set of fundsmental
assumptions; but perhaps not everyone would agree. Let me try te bring
the pointa of difference out in relief. (Here I disregard disputes over
whether L should be invoked in the analysis of particular sets of data,

for instance in the analysis of Upper Sorbian possessive adjectiwe
agreement (417-9).)

4.1. The universality of L. Sadock assumes that the entire content
of L is universal, his list of principles (V) through (VIII) constituting
a firat approximation to the whole business. This view iz & welcome
corrective to earlier, highly parochial, views of L; any language—
particular conditions on cliticization, in particular, are located by
Sadock not in L but in M, which is in any event a repository of parochial
conditions. Presumably it is the claimed universality of L that causes
Sadock to speak of his frasework as lacking a component of cliticizatien
(285), an assertion that makes hiz orgsnization of grasmar seem more
unliks mine thes 1¥ petually 15, Bosowver, o fully eolversal I seuld
constitute a subatantial improvement to my theoretical framewerk, so that
I helieve the hypothesis should Le energetically explored.

(A few words on the conditions that Sadock formulates. Frinciple
(¥I) - mssume one-to-one association between S structures and M mstructures
wherever posaible (409) - expresses the default ssswsption abeut the
relationship between the two sorts of structures. Principle (V),
‘Constraints on morphewe order are inviolable' (408), describes m
systematic exception to (VI). The two remaining conditions distinguish
(bound word) cliticization from noun incorporation and place limits on how
divergent from one snother the § and M structures can be.)

4.2. Morphological or morphosyntactic M. The burden of description
lies of course en M, which Sadock labels ‘morphology’, despite the fact
that many of the units of M structures are guite unlike the 'wordsa® of
traditional linguistic analysis - things like stopped’s’ll, composed
of the inflected verl stopped, the phrasal affix possessive clitic
‘s, and the bound word auxiliary clitiec *Il. (A contextualiza-
tion: T don’t keow shiich of those rugs those guys are making I'd really
prefer, but T guess the man who just stopped’s’l] suit me Jfust fine.).
Certainly these units are word-like from the point of view of phonelogy,
but we are not claiming that M structures are phonelogical. I would
prefer to say no more than that they are morphosyntactic, but Sadock
appears to want to claim that they are more specifically morphological.

If this difference is not werely terminologicaml, what is at issue is
the contents of the lexices, in particular whether lexical entries include
not only information about the phonelegical, semantic, syntactic, and
morphological properties of individual (basic or derived) words, plus
information about the association of i-forms of these words with sets of
morphosyntactic features - this is the already rather rich view of the
lexicon T nmow take, and have sketched very briefly in Zwicky (1986) - but

also information about the properties of i-forms in combinmtion with
clities of various morts.



- l42 -

I am then embracing Sadock's position with respect to noun
incorporation, compounding, derivation, and inflection, but not with
respect to {one or more of) the types of cliticization listed in section 1.
In my framework, clitic groups are mot (in general) listed in the lexicon,
any more than syntactic phrases (in general) are. Several predictions
follow from these assumptions. First, we do not expect idicsyncratic GAPS
in the list of clitic groups, though these do occur in the list of derived
words and in the list of i-forms for particular words. Second, we expect
idiosyncratic PHONOLOGICAL FORMS in the list of clitic groupa to be rare,
thouglh full or partial suppletion is common in the lists of i-forms.
Third, we do not expect idiosyncratic SEMANTICS for elitic groups above
the level cbserved for syntactic combinations (that is, idiomaticity in
clitic groupa should be about the same as in syntax generally), though
idiosyncratic semantics is commen in the list of derived words. The third
prediction ia hard to assess, but the other two are relatively

straight forward.

What I am predicting is that we expect to find no missing clitic
groups except insofar as would follow from conditions on host words or on

. elitiea individually (certainly there are plenty of such conditions) or

[rom genermlizations of the “surface structure constraint® sort (the
latter are aiwmply conditions in M). Idicsyncratic gapa in the list of
elitic groups would be describable in my framework, and in Sadock’s
whether or not clitic groups are listed in the lexicon, but in my
framework only by direct stipulation, that is, by a condition in M saying
that the combination of a particular host i-form W and a particular clitic
€, or of lwo particular clitics €] and Cp, is ungrsmmatical. In Sadock’s
framework, such gmps should be about as common as ygaps in morphology of
the ordinary sort.

There is a similar difference with respect to phonology. Portmantesu
forma do occur, aml are presumably to be described by stipulations in M
(an analytic option that is available in both Sadock’s framework and
mine), but in Sadock’s framework they should be sbout as conmon as
(partial) suppletion in morpholegy of the crdinary sort.

These differences between sy framework and (my interpretation of)
Sadock’s then turn out to be fairly subtle ones, given that (for both of

us) the component M can have quite a variety of parochial conditions in it.

4.3, Articulated or umitary M. And there lies a final difference
between us. I assume a highly articulated M, with five subcomponents
{labeled IMPLICATION, FORMATION, REALIZATION, LEXICON, and SHAPE
CONDITIONS in Zwicky 1986), while Sadeck assumes a unitary M, with no
‘minicomponents’ or “tiny wodules' (383). What corresponds in Sadock's
framework to my (rather complex, but putatively universal) scheme of
subcomponent interactions, in combination with the (parochial) assigowent
of individual conditions to particular subcomponents, is the (entirely
parochial}) assignment of morphosyntactic units to different bar levels,
nccompanied by the assignwent of dependent morphemes to different classes
of "affixes’ (the relevant universal assumption for Sadock being a version
of the Head Feature Convention applying in M). Either framework can be
used to predict that the uomarked situation is for dependent morphemes to
be layered out from a base in the following order: derivational affixes,
inflectional affixes, phrasal affix clitics, bound word clitics.
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Governsent in Unexpected Placest

Arnold M. Zwichy J
Ohio State University and Stanford University

Any adeyuate account of English syntax must distinguish (at least)
two different situatioms in which a verb can appesr without a direct
object, as illustrated in (la) and (lb}.

(1) = Eim vanished.
b. Eim noticed.
. Him noticed it.

In (la) I will say that the object is misxsing, Iscking, or

absent, while in (1b) I will aay that an object is present, but is
empty or gull, Exemples like (la) involve 'absolute intransitive’
verbs, verbs that are subcategorized to occur without objects. Examples
like {lb) involve verbs that are subcategorized to occur with objects,
but that permit objecta with the leatuis [+NULL]. Definite NPa with
this feature are interpreted as discourse-anaphoric, so that (lb) is
fully acceptable only in a context in which the referent of the objeft
of noticed has been identified, in which case (lb) paraphrases {lc}.

Now consider the exmmple in (2a), invelving an "absolute
transitive' verb (comstruct, build, meke, etc.). Like
motice in (1b), suvch verba are subcategorized to occur with
objects. Unlike potice, however, they cannot have [+NULL] objects,
even when a discourse context is. supplied, as in (2Zb).

{2) @&. #Kim constructed.
b. The pieces of the Licycle lay on the porch. Finally

Kim constructed *(it).

What are we to say about these (very familiar) facta? Apparently
certain verbs require not only that they have objects (as sotice
doea), but also that their objects be [-NULL]. That ia, these verbs
( construct among them) impose the feature [-NULL] on their objects.

The part of syntax devoted te the imposition of featurea by one
saister consituent on another is the theory of (morphosyntactic)
govermwent. Though morphological case features are the governed
features that have gotten the wmost attention in the literature, a wide
range of worphosyntactic features can be governed; Zwicky (1986) alludes
to- the government of English verb forms by auxiliaries, to the govern—
ment of nominal vusber by numerals within Russian NPs, and to the
govermment of adjectival declension class by determiners in German. I
am suggesting that verhs can also govern nopemptiness on their objects.

The paradigm in (2) holds not only for sbsolute transitives but
also for causalive transitivea like boit and roll. (3a) can be
understood only intransitively, even when a discourse referent is
supplied for the object, as in (3b).

- la&4 -
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(3 :- Kim boiled,
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That is, it must be stipulated that DO agreement universally precedes
all other agreement rules.

So far as I can see, the order of agreement marking Anderson

requires here——D0, I0, SU--doesn't follow from any general principle.

It is not the Keenan—Comrie (1977) hierarchy of NP accessibility (this
is 50, DO, I0), mor is it the hierarchy of agreement controllers (which
is also 5U, DO, IO, since if DO controls agreement, so does S5U, and if
10 controls agreement, so does DO). It ia not the order of argument
combination assumed by categorial gramearians (see Dowly 1982), which is
the reverse of thé Eeenan—Comrie hierarchy--I0, DO, SU. And it caonot
be claimed that DOs are universally more .closely bound syntactically te
their Vs than I0s are; this is not true for English constructions like

give the people a surprise, for example.

The upshot is that Anderson’s treatment of AB agreement, with its
requirewent that DO agreement marking come first and 51 agreement
marking last, is just as stipulative as the tagging approach, with its
specification of AR and ER in terma of other primitive concepts.

I conclude that layering has no advantage over tagging, in faci
that it has a vusber of problematic consequences. One might have
expected this at the outswet, since there is no reasen to think that
*lowest X' or 'highest X' (or for that matter ‘odd-numbered X' or 'prime
X'), defined with respect to some scheme of representation, will play a
significant role in the sulistantive theory the scheme was devised for.
‘To think otherwise ia to expect the representations to have a life of
their own, and that is mere symbol wmagic.

Consequently, I do not place moy significance on the fact that the
layering treatwment of AB agreement can be mirrored within the tagging
framework, mirrored in fact by incorporation of part of the Keensn-
Comrie hierarchy. Suppose we assign thée index 1 to SU and 2 to DO, thus

reflecting the position of these yrammatical relations on the hierarchy
(and also following the practive of relational grammarians). Then the

AR features of a V are those tagged by the nuserically highest index
within the ¥ (1 for an intransitive, 2 for a transitive). This proposal
preserves Anderson’'s 'generalization' about ABs, but it alsc reproduces
all the problems with the layering treatment of AB agreement detailed

above.
Note

*#This is the version of 5§ May 1986,
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1. Theoret
prethecretical “::Ii.:“-:;trz;iti:? ::E lt.‘lilnnu of Nevis (1985), the
notions, described by different umhu:l?rn“::tﬁut:opwuﬂardi.ti"nt

incorperating a GPSG-style syntax: Lound words and phrasal affixes.

1.1. Bound words Bound f
i words {or
:inc- t?ea;:oid-'tizvnlwd are not Imgmnlu‘::: :::::Ii'n::?h:n:;m}m'
axemey res in the syntax siaply as words e b i "
Er:i-m:i::t:{:::f:;cu:.::ﬁri“. ihei;di:tributimmg dn:::fed Just
C words is cribed—h

::-L:d:l;:u:rmmm, feature distribution, and li:a:-m::m:m:

e :r:: -.part from free words is a nonayntactic pl‘il'l(‘.‘i.l m“;t
i,_i,g “mi o :rﬁnit: or requires it to form a word-like u.l:i: :ith
: fiii},muu on again, wore exactly, with some neighboring

uimH:;:‘;;:ml l:]met that linison is just ‘phenological® attachmest but
th ol a6 sheve o an enonkil bomm v e
linisen, T will LTI T th.;t = e

: host-plus-clitic comb i i
- . o inations
fg.][o:;i‘;nﬂtic constructs of scme sort, with structures lili::-: tll‘l:a g

(1) .

X°[€L] ¥*[+cL)

Here, X and ¥ are aynt : i
ol T o AEs clitlc’:ﬂ actic categories, X being the category of the host

Some bound words, for inst cert
auxiliaries, are optiovnally buu;“d?ﬁ Tlre;:;;:f':::lri;::::: zftgnglhh
o

::d:h!::: ﬂﬁ F::Mi'h particle clitics -jdn stc, treated Ly Newi
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Nothing I have said so far
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1.2. Phrasal affixes. A rather different picture is presented by
another group of elitics, exemplified by the English POSS ‘s and the
Finnish ‘possessive suffixes’ as analyzed by Nevis.

The paradigm exswple of a phrasal affix clitic has a phonological
shape that is not available for free words (though the shape is
available for inflectional affixes), and there is no clasa of free words
it can be referred to in its syntsx; thus it resembles an inflectional
affix more than a free word. On the other hand, phrasal affixes are
always located outside inflectional affixes, as English POSS is in (2),
and unlike inflections they are always realized affixally, never
processually (that is, never as gemination, vewel shift, subtractionm, or
the like). Finally, somwe phrasal affixes, like some bound words,
exhibit ‘promiscuous attachment', attachment to i-forms of virtually any
syutactic category, as English POSS does in (2). Promiscuous attachment
for such phrasal affix clitics is a consequence of the fact that they
are located at the edge of sowe constituent rather than em that
conatituent's head.

{2) oxen's, schemata’s
(3) the person I talked to's theories, the perason who's talking's
theories i

Wevis's proposal for describing a phrasal affix is that the
feature F it realizes is distributed by syntactic rules. One
special rule permits a lexical (0-Lar) category with the feature F
te branch as in (4).

(4) A

x*(—cL] [F +CL]

For Eunglish POSS, Nevis's GPSG tl‘%ﬂtllﬂt would amlo-r: ate the feature
LAST, having the value POSS, with an N° modifying an N'. LAST ia a foot
feature of a special type; like GPSG foot features in genecal, the
feature must appear on s mother category if it appears om any deughter
category, but unlike such foot features as WH, LAST sust be restricted
to occurrence om no more than opwe daughter category. Linear precedence
rules require that a daughter category with the feature LAST follow all
of its sisters, with the result that a lexical category with the feature
LAST will in fact be the last word in its N°, This category will then
branch as in (4), giving a structure like (5) for to’s or

talking's am in (3), a structure in which POSS belongs te no

syntactic category.

(5) X [LAST: POSS]

X*[-CL] [PoSs, +CL)

For phrasal affix clitics that are located on the head rather than
at the edge of a phrasal constituent, Nevis's framework would have the
relevant feature F distributed from the phrasal category to the head
lexical category via the Head Feature Convention of GPSG. The lexical
cateygory will then branch roughly ms in (6), which is parallel to (5.1

<UL =
(€) X" [HEAD: £]

R'[-CL] [F +CL]

1.3. Inflectiooal affixes. Nothing in Nevis's framewock requires
that a feature distributed from a phrasal category to a lexical category
must be associated with m branching like the ones in (5) and (B).
Without a branching of this sort, such a feature (whether located at an
edge or on the head) is simply realized via morpholegical rules, as an
inflection (whether the inflection is realized affixally or
proceasually). That ia, in Nevia's scheme there are two entirely
independent parameters: pecessarily affixal realization (phrasal affix
clitica being necessarily affixal, ordinary inflections not so) and edge
location, with its accompanying promiscuity of attachment (both phrasal
affix clitics and ordinary inflections being locatable in either way).

There are then four potentially distinct situations involving
feature distribution, not word distribution: HEAD INFLECTION (the usual
configuration), HEAD AFFIXAL-CLITIC (Finnish possessive suffixes, in
Nevie's analysis), EDGE AFFIXAL-CLITIC (English possessives, again 4 la
Nevis), and EDGE INFLECTION (a type I haven’t discussed here, though in
Zwicky (1984) I suggest that it might be exemplified). It can be very
tricky indeed to decide whether a given range of data in some language
illustrates one of these situstions rather than ancther. Consider, in
particular, how to decide between INFLECTION and AFFIXAL-CLITIC (whether
it is a HEAD or an EDGE that is involwved).

Not much separates inflectiona from affixal clitics in Nevis's
framework. However, (a) an affixal clitic is necessarily affixal, while
an inflacticn iz 6ot decvessarily so (but most instences of inflection
are in fact affixal anyway); and (b) an affixal clitic is located
outeide all instences of inflection within the morphosyntactic word.
Criterion (b) usually twns out to be the crucial one—which is in some
ways unfortunate, since there is always a way to treat affixal clitics
a8 inflections in the sbsence of evidence of type (a): instead of
poaiting a (language-particular) branching rule like (5) or (B),
stipulate inatead that the affix in question must fill the outermost
affix slot, all other affixes having the default characteristic of
filling inner alots. For English POSS, the choice is betwsen
stipulating in the syntax that the feature POSS conditions a branching
as in (8), or stipulating in the morpholegy that POSS fills the second
of two slots for inflectional affixes.

2. Facts sbout POSS. I will now argue that of the three posaible
treatments of English POSS within Nevis's acheme—as a bound word
clitic, as an (edge—located) phrasal affix clitic, or as an
(edge—located) inflectional affix—the last is the beat. One
consequence of this poaition is that the very existence of phrasal affix
clitica, and of ayntactic branchings like those in (5) and (6), is
called into doubt, since English POSS is in fact the standard exsmple of
a phrasal affix elitiec.
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details, though important in other contexts, do not watter here. What
is relevant is the fact that these spproaches posit emly one syntactic
eule for the four OTa, so that each ID rule no longer representa exactly

one CT.

8o much the worse for our pretheoretical notien of comstruction
type, you might say. If an adequate snalysis for the syntactie,
semantic, and lexical facts can do quite well with enly a siugle ID
rule, then perhaps we peed to revise our view of CTs.

But distinctions between CTs could have reflexes in parts af
grammar other than syntax, semantics, and the lexicon—in particular, in
phomology. And they could have reflexes in extragrammatical domains, in
particular in prageatics, understood very broadly.

First, a few words mbout phonolegy. The syntactic structures
assigned by the four rules in (B) are identical. The only difference
betwesn structures with expect, ask, prowise, or believe
in them lies in the syntactic features of the verbs themselves, that is,
the features [17], [18], [19], and [20]. As the details of the Celtic
consonant mutations make clear, individual syntactic features can
condition or constramin {mor)phonological rulea. However, I know of no
phonological cunsequences of the differences amony the putetive features
[17]-[20] in Buglish. This is only, of course, ahasence of evidence that
there are distinct features, not evidence of nondistinctness.

. Mow, pragmatics, understood {disjunctively) as encompassing
linguistic markings of social group membership, styles and registers,
discourse organization, and interacticnal roles., Fragmatics (in this
sense) is relevant to the €T issue by virtue of the fol lowing
fundamental assumptions:

(%) =a. Any linguistic item—lexieal item, syntactic
construction, morphelogical rule, prosodic pattern,
or phonological rule——can be invested with a
pragmatic value.
L. And, an utterance has a pragmatic velee (only) by virtue
of the pragmatic value of the linguistic items
realized in it.

So if we find a pragmatic value associated with a structure only when it
has eertain words, and not others, in one of its slots, we are entitled
to masume that there is some difference in linguistic items that
distinguishes the two situatioms.

In the example at hand, there are special pragmatic values
associated with the structure of (4) and (B) in the beliewe, or {d},
case. The exlstence of these values then supports the claim that there
is more thab ope linguistic item, in particular more than one CT, here.

The (d) case differs pragmatically, from the other three, aml from
constructions invelving mental-action verbs like believe with
finite-clause complements, in two ways, its styliatic level and its
discourse functions. Stylistically, (10) muat be classified as formal,
in contrast to the neutral (11) and (1Z].

e et s i e i e
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{10} I believed/considered/underatood Gerry to be a Ruritanian spy.

(11} I believed/considered/understood that Gerry wes a Ruritanian
spY.

(12} =&. I expected/intended/caused Gerry to be a Ruritanian apy.
b. I nkar_lfcnnvinm.ftuld Gerry to be a Rurtitanian apy,
c. I prowmised Gerry to be s Ruritemian spy.

In addition, (10) is in some sense more *about’ the
NP cbject (at least when there is a concrete referemt) th;:f:}.ru.:ut i
mtamm_in_{ll} and (12} are. In consequence, the bolisve
::n;:r:zttmlia ndtil uié?‘;}the chenmt of this NP is inherently unlikely
ploa as in wh it 1 i i
i 1; ity , an 2] 8 not topical in the discourse

(13) ?I believe some anonymous peasant to have written these
verses.

(14) a. I treasure every moment I spend with my friends Kim
Sandy, and Robin. They truly enjoy life. 2Pand I’
believe their dog Arf to be rather amuaing.

b. I tressure every moment I apend with my friends Kim
Sandy, and Robin. They truly enjoy life. And I
believe that their dog Arf is rather amusing.

The upshot of this discussion is that T view with some suapi
the mave that hes been made within GPSG and categorial grammar };:Cim‘
describe categorially idemtical constructions via a single syntactic
rule, and to treat the differences among such constructions entirely as
d:[ﬂ‘u-um in their semantic values (whether compositional or
lexical). Earlier versions of GPSG, in which each ID rule could be
tllh::n as representing a single CT, seem to me to be nearer the mark, and
easier to integrate with phonology and with the various uxtragran-m'ticgi
domnins subsumed under the general heading of pragmatics.

{One might have thought from its name that Granmati
Theory, a5 in Lakoff (1984), would take a position aiﬂ:;::ltﬁuu:;:r:::i;n
am favoring here. But in fact this fremework, like recent GPSG and
categerial gremmar, sbatracts syntactic forms, to the point of treating
deictic there constructions and expletive Ehere constructions as
instances of the same structural category, differing only in their
semantics. )

I have also stressed the potential of phonol i

phonology and pragmatice as
checka on the adeyuacy of analyses framed on syntactic and semantic
grounds, a potemtial ‘thut results from the cbservation that phonology
and the various demaina of pragmatics use—-sssign values to--the
material provided Ly syntax,
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*¥Special thanks to the institutions (the Ministry of Eduecation of
the People's Republic of China, the Committes for Scholarly
Communjcation with the PRC of the U.5. Naticnal Academy of Sciences,
and the College of Humanities of the Ohio State University) whose
suppoart snabled me to spend the autumn of 1985 teaching at the Bedjing
Language Institute, where most of the ideas in this paper were
developed. This is the version of 18 May 1986.
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