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A Note from the Editors

The collection of papers in this volume represents a sampling of research by
graduate students and f'al:u[t:.l of the Department of Linguistics at the Ohio State
Lniversity, The volume is not devoted to any specific theme but rather, comprises
waork by rescarchers from diverse areas of linguistics:  phonology (No-Ju Kim,
David Odden), psycholinguistics (Kim Ainsworth-Darnell), syntax {Qian Gao,
Karin Gelde, Arneld Zwicky),

Henceforth, two regular volumes of the Working Papers in Linguistics
will appear annually, an avtumn issue and a spring issue. The contents of the
autumn issue will be made up of a collection of works from different areas of
linguistics, while the spring issue will focus on a particular subfield. In addition to
the two regular publications each year, special issucs may also be published dealing
with specific topics in linguistics,

Forthcoming: Papers in Phonology
Spring 1996
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Discriminating Between Syntactic and Seﬁnﬁe Processing:
Evidence from Event-related Potentials

Kim Damell*

Abstract By measuring the event-related brain potentials (ERPs) elicited during
a visual word-by-word presentation of sentences containing either a syntactic
incongruity, semantic incongruity, or 3 combined syntactic and semantic incongruity,
I investigated whether the N400 and P&00 waveforms are discrete components reflective
of independent semantic and syntactic processing or simply sub-parts of a larger wave
caused by peneral semiential processing difficulty. Words that were syntactically
inconsistent with the sentence structure elicited a P00 potential, while words that were
semantically inconsistent elicited an N400 potential. Words that caused both a syatactic
and semantic violation of the sentence in which they appeared evoked both a PG00 and
an N400 waveform. The results support the hypothesis that the N40O and PG00 are
independent waveforms, suggesting that the brain is capable of responding specifically
to anomalies at both the syntactic and semantic levels. These findings are used to
evaluate the functionality of three currently popular descriptions of the relationship
between the syntactic and semantic levels of the human language processor.

This research was made possible through funding provided by the Ohio State University Center for
Cognitive Science, the Depantment of Psychology, and the Depariment of Linguistics. My appreciation s
exiended o my collaborators, Dr. Harvey Shulman and Dr. Julie Baoland, for their guidance and sapport
during this project, and 1o Dr. Peter Culicover for his comments and suggestions on earlier drafis of this
paper, Thamks also to Rob Tigner, Cheisting PenchefT, Karen Wesa, Maria Miles, and Angie Wascovich for
their assistance in collecting and analyzing the data. All ermors are mine, Chuestions should be sent via
electronic mail 10 darmel kG ling. ohio-stae edu.
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Language comprehension is an intricate process, involving the evolution of a
linguistic stimulus from a siring of phonological or orthographic code into coherent,
hierarchical structure that can be interpreted in terms of stored lexical and pragmatic
knowledge. Developing a clear blueprint of the mechanisms that allow this process to
take place has been a focus of psycholinguistic research for decades. In particular, there
has been substantial debate concerning the relationships between the various levels of
processing that compose the language comprehension system. Do the mechanisms that
extract the different levels of linguistic representation from the stimulus &ct in isolation
from one another? Or are the processing tiers interconnected, influencing one another
during the application of their respective operations?

Essentially, the debate concerning the architecture of the language processor
concerns the sequence in which processes from different levels cooperate. According
to the serial autonomous view, language comprehension is strictly a bottom-up process,
with processes at each level of representation eperating in tum. The output of a lower
level process serves as the input for the next level of computations. Word recognition
processes, for example, generate the mental representations necessary for syntactic rules
to be applied. Interactive views, on the other hand, hold that different kinds of
linguistic knowledge can be applied simultaneously. Contextual information, then,
might be used to guide the development of sentential structure by helping 1o select the
syntactic rules that should be applied to a given string.

The distinction between computationally autonomous, o modular, processes as
in Fodor {1983) and non-modular, or interactive, processes has played a key role in this
debate. Within the literature on sentence processing, most of the focus has been on the
syntactic level and the question of whether it is computationally independent from other
parts of the grammar. Syntactic processing is a reasonable candidate for a medular
process because the development of sentential structure could take place within a
singular and narrowly defined domain. This is how Fodor (1983) defined peripheral
processes, Peripheral processes are special purposs routines for inputting and outputting
information. They can be distinguished from central processes like problem-solving and
reasoning, which are peneral purpose cognitlive processes, and therefore would not be
computationally autonomous. The semantic level of processing, where meaning is
determined, is seen as more central to human cognition, and thes less likely to be purely
linguistic (Fodor, 1983).

Funetionally, an autenomous syntax module in the language processor results in
an architecture like that shown in Figure 1. Here, hicrarchical structure is applied to
incoming lexical information without recourse to contextual or pragmatic knowledge:
thematie roles and word meanings are considered separately from structural function.
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Stimulus

Figure 1 A modular view of the language processor
including an aulonomous syntax level,

Indeed, when language processing is perceived as the serial application of sets
of rules, it is consistent with 8 modular architecture. But if information from multiple
levels of representation influence processing decisions at a given level, the system takes
on a more inleractive character. Interactive models permit higher processing levels to
influence processing decisions together with lower levels (see Boland and Tanenhaus,
1921; Marslen-Wilson and Tyler, 1980; Marslen-Wilson, Tyler, and Seidenberg, 1978;
Tyler and Marslen-Wilson, 1977; Taraban and MeClelland, 1988). The evaluation of
the stimulus still requires an orderly application of grammatical rules, but the ringe of
rules that may be applied at a given level is restricted by the outcome of computations
at higher levels.

In contrast with their modular counterparts, many interactive models focus on
the sharing of information between the syntactic and semantic levels of the processor.
In the Marslen-Wilson and Tyler (1980) model, for example, the two levels in question
are separate but are able to share information during the sentence comprehension
process and puide one another in their respective manipulations of the incoming
material (Figure 2). A more extreme model proposed by Bates and MacWhinney
(1987}, on the other hand, depicts syntactic and semantic information being dealt with
on the same processing level, this resulls in a single mental representation
encompassing both syntactic and semantic elements of the current input (Figure 3.
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Syn/Sem

=

Figure 2 An interactive view of the language processor with
parallel processing between the syntax and semantic level.

Figure 3 An interactive view of the language processor with
a single level for the processing of syntactic and semantic
information.
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Determining what configuration of the language processor best describes human
beings’ actual comprehension performance has proven to be an extremely difficult task.
Subjects in psycholinguistic experiments, for example, cannot self-report on how
syntactic and semantic information come together to produce understanding because the
process is normally entirely unconscious. Traditional experimental methodologies, such
as reading time and dual task paradigms, have also failed to provide a resolution—a
claim supported by the literature, which contains evidence in favor of both the modular
and interactive architecture using these sorts of paradigms.

Recent advances in cognitive neuroscience, however, may allow us to investigate
the architecture of the linguistic processor in terms of the physiological responses of the
brain. If there are physiological differences between syntactic and semantic processing,
for example, this would suggest that the two levels are separate. Were this true, there
would be cause to prefer models like those in Figures 1 and 2 over the one offered by
Bates and MacWhinney (1987). Moreover, physiological evidence that syntactic and
semantic responses occur in & fixed order could be wsed to argue for a modular
framework over an interactive one.

One method of measuring brain responses is electroencephalography, or EEG.
This involves attaching electrodes to the surface of the head in predetermined locations
(Figure 4). The brain’s response to an external event is extracted from the EEG by
averaging the recordings for several repetitions of the event. These extracted responses
appear as waveforms called event-related potentials, or ERPs.

Figure 4 Locations for electrode placement according to the
International 10-20 system.
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An ERP waveform is composed of positive and negative peaks. These peaks
reflect natural changes in the biochemical polarity of the brain that develop as neurons
transfer information to one another. To make interpreting ERPs simpler, a standardized
system has been devised to label prominent peaks. This includes information about
whether & peak is positive or negative, and the average time it takes the peak to
maximize after the onset of the stimulus. Thus, a large positive component peaking at
approximately 100 milliseconds after a stimulus has been presented is referred 1o as a
P1040, while a negative component peaking 100 milliseconds later would be an N200.

Crucially, certain peaks on the ERP waveform seem to be directly correlated 1o
particular kinds of language processing. The N400 wave, for example, has been linked
to semantic congruency in two ways: predictability of a word to the context, with larger
MN400s for less predictable words (Kutas and Hillyard, 1980a, 1983; 1984, Polich,
1985), and the failure of a piven word to fulfill thematic consiraints (CGamsey,
Tanenhaus, and Chapman, 1989).

Examples 1 and 2, below, show sample stimuli from two N400 studies. Al the
underlined word, the difference in the peak amplitedes of the N400 in sentences like
{2) was compared with that in anomalous sentences like (b). The N400 was found to
be significantly larger on the reading of the final word in the anomalous condition.

L] Kutas and Hillyard (1980a): N400 as a measure of predictability

a I take coffes with cream and sugar
b *| take coffee with cream and mud

2} Garnsey, Tanenhaus, and Chapman (1989} N400 as a measure of
thematic constraint viclation

a Which customer did the secretary call?
b *Which article did the secretary call?

In other work, positive waves known as the P300 and the P00 have been linked
with language processing. The earlier component has been shown to reflect the relative
importance of certain words to the meaning of the senience (Friedman et al, 1975), as
well as the physical congruency of the orthographic form of particular words in a
sentence (Kutas and Hillyard, 1980b). The PG00 has been found to appear after various
syntactic incongruities in a sentence, such as subcalegorization violations, (Hagoort et
al., 1993; Osterhout and Holeomb, 1992; Osterhout et al., 1994). Because of some
disagreement as to the uniqueness of the P60 as compared to the P300, some refer to
the later component simply as the Syntactic Positive Shifi (SPS) or, cven less
dramatically, as the Late Positivity (LP). While making no claims about the validity
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of P300/P600 contrast, [ will refer to the positive component that is sensitive to
syntactic incongruity here as the PG00

Example 3 provides sample stimuli from a P00 study by Osterhout and
Holcomb (1992). As before, the amplitude of the wave in question was measured at
the underlined word in control and anomalous sentence conditions. The P00 to the
final word in (b) was significantly larger than that to the word in the same position in
(a).

3) Osterhout and Holeomb (1992): P&00 as a measure of verb
subcategorization violation

@ The broker planned to conceal the transaction,
b. *The broker persuaded to buy the stock,

In short, research has shown that semantic anomalies induce an N400, while
syntactic anomalies evoke a PA00. While this may sugpgest a discussion concerning the
discreteness of the syntactic and semantic levels of the language processor is moot,
there are sfill several points to consider. First, studies to date investigating the N400
and the PG00 have used entirely unrelated stimuli in different experiments to evoke each
of the two waveforms, making the results difficult to compare. It is certainly possible
that the N400 and P60 are independent phenomena generated in response to the
processing of semantic or syntactic incongruencies, respectively. Howewver, it might
also be the case that the N400 and PG00 are just very salient, measurable sub-parts of
a single complex brainwave component that reflects general processing difficulty.
Consider, for example, the possibility that there exists some complex waveform that is
induced by language processing or some other cognitive process that oceurs during the
reading of sentences that is initially pesitive, but becomes negative towards its end. If
this waveform were generated in the appropriate time course such that it overlaid an
MN400-PE00 complex, it could conceivably minimize one of the components, making it
appear as if only 2 significant negative or & significant positive shift had been evoked
by the anomaly under study.

Thus, in order to get a clearer picture of what information the N400 and the
P60) waveforms can truly provide concemning the nature of semantic and symtactic
processing and the relationship between them, it is necessary to develop experimental
stimuli that permit a comparison across syntactically anomalous and semantically
anomalous conditions. In addition, there should be a condition where the critical word
reflects both a syniactic and semantic anomaly; this would determine if a doubly
incongruous element evokes a waveform in which the N400 and PG00 remain distinet.

To this end, stimuli like that described in Example (4) were developed. Each
sentence centers around a non-alternating dative verb, or verb that is subcategorized to
take both a direct and indirect object, in that order. More specifically, each verb calls
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for a noun phrase (NP} direct object, to be followed by a prepositional phrase (PF)
headed by the preposition “to’ and containing an animate NP indirect object. Every
stimulus has four versions, each identical in its acceptability up to the point where the
anomaly is introduced (indicated by the underlined word). Version (a), the conirol, is
proper both syniactically and semantically according to the grammar. Version (b) is
syntactically incorrect, failing to contain the required preposition, but remains
semantically viable because the noun phrases that are present possess the necessary
animacy featurcs and can be interpreted meaningfully through application of thematic
and real world knowledge.” Version (€] is syntactically sound, having the "w’, but
semantically unacceptable as a result of the NP in the indirect object position being
inanimate and thus violating the verb’s thematic constraints. Version (d) is erroneous
both syntactically and semantically, having no preposition "to” and an inanimate indirect
object NP.

4 Lee introduced his dog to everyone at the big party.
Lee introduced his dog evervone at the big party.
Lee introduced his dog to gntrances at the big party.
Lee introduced his dog entrances at the big party.

anep

Assume that structural issues like subcategorization demands made by the verb
are defined as syntactic, while thematic constraints like animacy value are defined as
semantic, and that there are different waveform patterns produced when violations eceur
at each of these levels of linguistie computation. It should be the case, then, that
individuals seeing condition (b) should have a significantly larger P60 at the critical
word than those seeing condition (&), with no difference between the N400 amplitudes
in the two conditions. Those seeing condition (¢) should display just the opposite
pattern, namely a significantly larger N400 than the control, but not a larger PGOC.
People seeing condition (d) should produce both significantly larger P600s and N400s
as compared to in condition (a). Moreover, if the two waveforms in question are truly
independent, then the amplitodes of the N400 and P600 in the doubly anomalous
condition should be no larger than the same waveforms evoked in the single anomaly.
In addition, the waveforms in condition (d) should have similar waveform parameters,
such as scalp distribution and waveform topography, as their counterparts in the singly
anomalous conditions,

The final concern relates to rate of presentation. It is common for studies of this
nature to use time windows around 6350 milliseconds for the presentation of each word
{e.g., Osterhout and Holeomb, 1992). Considering that one of the components of
interest is & broad waveform with a midpoint around 600 milliseconds post stimulus,
such a short presentation window could easily result in this late component overlapping

*Questionnaires completed by an independent subject group indicae that semtences in the syntactically
anomalous condition are interpreted in the manner intended, desplie their structural malformatica.
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with early processing components evoked by the word after the stimulus, making it
difficult to measure accurately. Moreover, if a short window of presentation allowed
late processing components induced by the word before the critical word to overlap
with waves initiated early by that critical word-—-waves like the MN400--it might be
difficult to evaluate the acteal significance of these waves as compared to those elicited
at the same location in the control. To address this issue, the current stimuli were
presented at & slower rate, allowing 1000 milliseconds for each word. While this is
much slower than average reading speed, it greatly reduces the chance of waveforms
from different words overlapping and interfering with the measurements of the
components of interest

METHOD

Subjects Thirty-two Ohio  State University studeniz from an  introductory
psvchology class participated in this experiment as part of their course requirements.
All of the students were native speakers of English, had no reading disabilities, and had
normal or corrected-to-normal vision.

Materials Stimuli for this experiment used 20 non-alternating dative verbs identified
through an earlier norming study (see Example 4). Two different sentence sets were
constructed from each verb, for a total of 40 critical trials. Each sentence had four
versions: a control; a syntactically anomalous condition; a semantically anomalous
condition; and a doubly anomalous condition that contained both a syntactic and a
semantic violation. The wvalidity of the intended interpretation of the anomalous
sentences was confirmed through a series of sentence completion questionnaires
completed by a separate group of subjects,

There were four experimental lists, each with one version of the 40 critical trials.
Conditions were rotated across the four lists so that there were equal numbers of each
condition on each list. Each list also contained 40 distracter trials of various syntactic
types to prevent subjects from recognizing patiers in the critical trials and developing
a strategy of response.

Apparatus Surface electrodes were attached to the scalp of each subject at the frontal
(Fz), central {Cz), and parietal {Pz) sites located along the midline between the bridge
of the nose and the base of the skull. Eye movements were measured by means of
additional electrodes above and below the lefi orbit; jaw movements were measured by
electrodes placed on each mastoid. Signal recordings were referenced to the lefi
mastoid. A separate channel recorded the lefi mastoid referenced to the right. The data
were subsequently referenced digitally to the average of the two mastoid electrodes.

Utilizing a Grass Model-12 MNeurodata Acquisition system, the EEG recordings
were amplified and digitized on-line with a sampling frequency of 100 Hz. Sampling
began two words before the presentation of the critical word in each trial (at the third
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waord), with sampling epochs varying according to the length of each sentence. The
input data were bandpass filtered with cutoffs of .01 Hz and 30 Hz

FROCEDURE

The stimuli were presented to each subject in a computer-generated random
order. Eight subjects saw each list. Each sentence appeared word-by-word in the
center of a computer screen, with the word framed by a white line box 10 centimeters
across and eight centimeters high. Each word was presented for 500 milliseconds,
followed by a 300 millisecond interval when the box was empry. Subjects were asked
to read each word carefully and try to link the words together in their minds to produce
a comprehensible sentence.

After a trial was completed, the white box disappeared, leaving the screen blank
and alerting the subject that she could blink her eves. The screen remained blank until
the subject pressed a key on a computer keyboard indicating that she was ready for the
pext trial. At this juncture, one-third of the trials were followed by YES/MNO
comprehension guestions that appeared at the top of the screen; these were included 1o
motivate subjects to be attentive to the sentences. The subject was asked to consider
the truth of the question based on the sentence she had just seen and to respond either
YES or MO by pressing the ¥ or N keys on the keyboard, Afier the subject had given
her response, the screen again went blank. Only upon a second keypress was the white
box brought back to the center of the screen so that the next trial could begin, IF there
was no comprehension question, then the first keypress after the subject’s "blink break”
initiated the onset of the next trial.

Subjects were seated approximately 75 centimeters away from the computer
screen, resulting in a horizontal visual angle of at least two degrees and a vertical visual
angle of three degrees. Testing took place in a sound-proof cubicle, with the subject
seated in a comfortable chair. Before any responses were recorded, each subject ran
through 10 practice trials to become familiar with the experimental procedure.
Participants were told to expect grammatical problems with some of the sentences, but
were not told precisely what types of problems. Including electrode application and
removal, each subject’s session lasted approximately 90 minutes.

RESULTS

The raw EEG data were digitized and visually evaluated on a trial-by-trial hasis
for excessive eye or jaw movement that would interfere with standard manipulation of
the data for analysis; trigls where imeparable amounts of movement occurred were
climinated. Remaining trials were first corrected for the influence of blinking, if
necessary, and were then averaged by condition for each subject. These averages were
compiled into a grand average across subjects for each condition. The mean N400 and
P00 voltages following the critical word were measured and subtracted from a baseline
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voltage taken from the average of a 50 milliseconds window beginning 250
milliseconds prior to the onset of the critical word.

Responses to the anomalous word in each of the three critical conditions at the
Cz and Pz electrodes are contrasted with the control in Figures 5a and 5b, respectively.
Each waveform graph shows the grand averaged responses for each pair of conditions
from the word prior to the critical word through two words after the critical word. The
omset of the eritical word is indicated by an arrow on the x-axis timeline. Consistent
with previous research in this area, the N400 waveform was found to be most robust
at the Cz site, while the PG00 was most saliemt at the Pz site.

The N400 was quantified as the mean voltage in a 40 milliseconds window
centered at 400 milliseconds afier the onset of the critical word. Because the P00 is
a broader, longer lasting potential, it conversely was quantified as the mean voltage in
a 400 millisecond window centered 880 milliseconds after the same onset, A bar graph
of the average amplitude of the N400 at the Cz and the P600 at Pz is given in Figure
6.

A two-way analysis of variance (ANOVA) was performed with repeated
measures on four levels of anomaly type and three levels of electrode position (frontal,
central, and parictal). Significance tests were adjusted by the Geisser-Greenhouse
correction.  This analysis revealed a main effect of electrode and condition for the N400
waveform [F(1,31) = 11.10, P < .01; F(3,93) = 426, P < 01], and for the P600
waveform [F(1,31) = 9.68, P < .01: F(3,93) = 3.01, P < .05]. Paired i-iesis by electrode
between the mean amplitudes of the N400 waveform in each eritical condition with that
of the control revealed a reliable difference (2-tail F < .05) between the semantically
anomalous condition and the control at Cz and Pz. There was also a reliable difference
between the doubly anomalous condition and the control at Fz and Cz, with a marginal
effect at Pz, The same tests performed for the PO00 showed a reliable difference
between the syntactically anomalous condition and the control at Pz. At Fz, there was
a marginal difference (2-tail P < .10) between the control and both the semantically
anomalous and doubly anomalous conditions.

DISCUSSION

Our results provide evidence that distinctive waveform patterns are evoked in response
to syntactic anomaly, semantic anomaly, and a combination of the two. The syntactic
anomaly condition evoked a strong, broad positivity beginning around 600 milliseconds
after the presentation of the indirect object, a result that is consistent with previous
findings by Osterhout and colleagues (1992, 1994) and Hagoort et al. (1993). The
semantic anomaly condition evoked a sharp negativity centering at approximately 400
milliseconds after the presemtation of the indirect object, in keeping with reports by
Kutas and Hillyard (1980a, 1983, 1984) and Gamnsey, Tanenhaus, and Chapman (1989)
concerning the N4 component. This pattern of results suppests that the language
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processor does distinguish between anomalies normally defined as syntactic and
semantic within the grammar.

8 [ CTRL €z

——BOTHCz
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1000 2000 000 i}
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Figure 5a  Grand-averaged waveforms at Cz from one prioT to
one word after the critical word, with each of the anomalous
conditions contrasted with the control. The arrow indicates the
onset of the critical word. SYN is the syntactically anomalous
condition, SEM is the semantically anomalous condition, and
BOTH is the doubly anomalous condition.
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Time (in milliseconds)

Figure 5b  Grand-averaged waveforms at Pz from one prior to
one word after the critical word, with each of the anomalous
conditions contrasted with the control.
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EEG Component Amplitudes

Amplitude (uV)

ctrl syn sem both

Figure & Mean amplitudes in a 40 msec window for the
M400 waveform at Cz and in a 400 msec window for the PG00
waveform at Pz for each condition,

Although 1 take this to be evidence that there are distinct cognitive processes
associated with syntactic and semantic analysis, it is possible that my anomaly types,
and thus my findings, could be interpreted in other ways. For example, it"seems
intuitively true that the syntactically anomalous condition is less shocking or less
inappropriate than the scmantically anomalows one. Instead of reflecting semantic
processing, then, the N400 could be reflective of major anomaly or a high degree of
processing difficulty. The P00, in turn, could reflect a minor anomaly or a low degree
of processing difficulty (rather than syntactic processing in particular). From another
perspective, our syntactically anomalous sentences are very easy 1o repair, requiring
only the insertion of a highly predictable preposition to regain their grammaticality.
The semantically anomalous sentences are much more difficult to fix considering the
wide varicty of animate nouns a subject could choose from to make them coherent  IF
case-of-fix, not anomaly type, was the key factor, it could be that our two waveforms
reflect different levels of reparability, not structural and interpretational problems per
52,
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A closer look at these alternatives, however, reveals that both interpretations may
be perfectly confounded with the original predictions. In other wonds, if the N40D and
the P&00 reflect degree of processing difficulty or reparability instead of anomaly type,
but these factors are directly comrelated with what the prammar refers to as semantics
and syntax, my line of argumentation is not seriously affected. The currenmt data still
offers substantial evidence that the ERP methodology can effectively discriminate
between the processing of these two types of sentential information.

Another concern is the purity of the semantically anomalous condition. Fecall
that the verbs in the current stimuli were chosen because they were non-aliernating
datives, calling for a NP PP complement. A post-experimental review of these verbs,
however, revealed that some of them could also take an infinitive verb phrase (VP™),
such as "to go” or "o be’, in place of the complement PP. As a result, some subjects
could have interpreted the word "o’ afier the NP direct object as an infinitive marker,
not as the head of a prepositional phrase, Those that perceived the infinitive marker
would, in turn, expect the pext word to be an infinitive verb form, not an NP. When
they did encounter the indirect object NP and attempt to incorporate it into the
developing sentential structure, the categorical mismatch of the stimulus and what was
expected could easily induce a syntactic processing difficulty.

To address this concern, a post hoc comparison was performed on the sentences
in the semantically anomalous condition. Three native English speakers were presented
with the stimuli up to the word ‘to’ and asked to provide both noun and wverb
completions for each fragment. Stimuli for which one or none of the evaluators were
able 1o think of a completion beginning with a verb were considered "pure” NP PP
stimuli; all others were categorized as NP VP™ stimuli. Therc were 20 seniences in
each group. The blink-comrected data for the two groups of stimuli were grand averaged
and the resulting waveforms were compared. If the NP VP™ set of stimuli had a larger
P&00 at the critical word than the NP PP ser, there would be evidence that a syntactic
anomaly had been introduced. Moreover, if the N400 for the NP VP™ stimuli was
smaller than for the NP PP sentences, this would suggest that the intended semantic
anomaly had not been perceived by the subjects. Utilizing the same baseline and peak
window parameters as before, | examined the amplinedes of the N400 and PG00 in both
sets of stimuli. The largest difference between the two waveforms was two microvolts,
which was clearly not significant. These findings suggest that few subjects, if any,
misinterpreted "0 as an infinitive marker or experienced a syntactic processing
difficulty when reading the semantically anomalous sentences.

Lastly, | must address the possibility that our pattern of results may have been
influenced by design differences between our study and previous work. In particular,
our rate of presentation allowed subjects to view each word for 500 milliseconds (with
an additional 500 milliseconds delay between each word) in order to reduce the overlap
of brainwave components. A much more common rate is 300 milliseconds display time
per word (with an 350 milliseconds delay between words), as found in Osterhowt and
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Holcomb (1992). Congidering that the average person reads text at a rate of 200-300
milliseconds per word, participants are required to read at a substantially slower pace
than normal in either case, but the difference was more exaggerated in the present
study. It is important to know whether the slower presentation rate could have led to
abnormal reading behavior.

Ta explore this issue, | performed two replications of Osterhout and Holcomb
(1992}, one using the original 650 millisecond stimulus onset asynchrony (S0A) and
one using 1000 S0A. In both cases, 1 found that the PG00 was a significant and
identifiable measure of verb subcategorization violation, with the positivity being only
slightly attenuated ar the slower presentation rate a5 compared to the faster one. Because
these fndings are consistent with those published in the source paper, 1 conclude that
for responses as robust as the N400 and PG00, increasing the rate of presentation 1o
1000 milliseconds SOA does not affect the waveform patterns evoked by the type of
stimuli in guestion. Moreover, the slower rate provides the benefit of minimizing
component overlap and, thus, facilitating an analysis of the resulis,

Having dealt with these concemns, I may now evaluate how effectively each of
the two interactive confipurations of the linguistic processing model predicted our
findings. It is almost immediaely clear that the configuration in the inclusive model
proposed by Bates and MacWhinney (1987), is not supported by our data. IT symtactic
and semantic processing were taking place by means of the same mechanism, I would
net expect to find different waveform components correlated to each of these two levels
of linguistic knowledge. The astonomous interactive model, conversely, seems to make
the right predictions to account for our data: two levels of processing that have
independent manifestations in the realm of electrochemical response,

Ome might be tempted to suggest that our findings can even reveal which of the
two remaining models, namely the Ferreira and Clifton (1986) serial model and the
Marslen-Wilson and Tyler (1980) interactive model, provides the most useful
description of the relationship between the syntactic and semantic levels of processing.
This is because, while both predict that the syntactic and semantic processing functions
are discrete, they have different hypotheses about when syntactic and semantic
processing take place with respect to each other. The serial processing model maintains
that syntactic processing must be complete before semantic processing can begin,
whereas the interactive model allows for semantic processing to begin before a final
svntactic evaluation of the stimulus has taken place. Ewven the very labels of the N40Q
and P&O0 waveforms tell us that the correlate to semantic processing manifests earlier
in the time course of comprehension than does the correlate for syntactic processing.
This is consistent with the implication that semantic processing begins before syntactic
processing finishes, and thus supports the interactive framework. When making any
assumptions about the association between cognitive processes and neurcbiolopical
phenomena, however, it is prudent to be cautious. There is no evidence that whatever
temporal relationship exists between the output of the syntactic and the semantic levels
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of processing is preserved in their manifestations as event-related potentials. If these
processes are independent, as | am now wont to argue, they could well have completely
different functions mapping their cognitive and physical states. This possibility
prevents us from drawing too bold a conclusion concerning the limited set of data [
have presented here,

This does not, however, mean that it is not possible to use the ERP paradigm
to try and determine whether the relationship between the syntactic and semantic levels
of the language processor it aulonomous or interactive. Indeed, | am currently
developing an experiment involving the processing of garden path filler-gap sentences
like that in (5) to address this very issue,

(5) a. Which athlete, did the coach encourage _ _ John to watch ?
b. Which game, did the coach encourage _ _ _ John to watch 73
Mative English speakers have the tendency to assume the fronted NP in (3a),
arhlete, is the direct object of the verb encourage (indicated by broken underling), when
in fact is actually the direct object of warch (indicated by solid underline). When they
encounter John in the expected gap, speakers realize that they have misanalyzed the
sentence and must conduct repairs to make the sentence comprehensible. My
colleagues and [ are interested in investigating the electrophysiological manifestations
of the "garden path experience’ found with these types of sentences. Does a processing
difficulty arise because arhlele and John are assigned to the same structural position,
giving rise to a symtactic anmomaly, or is the problem that the two MPs have been
assigned the same thematic role, resulting in a semantic anomaly? Is it both?

A contrastive analysis of the N400 and P600 waveforms produced at the critical
gaps in sentences like that in (5a) with that in (5b) should help us find the answer. The
serial model predicts that any processing difficulty evoked by the reading of Johe in
(5a) should be syntactic and, therefore, marked by a large PG00, there should be no
M400 at this word position, because, according to this framework, semantic processing
of the clause would not yet have taken place. By this same reasoning, the fronted NP
game in (5b) should evoke a PG00 as well, because there is no selectional information,
like animacy value, available during the parse to remove this noun phrase as from
consideration as a filler for the direct object position.

While the interactive model would also allow for the elicitation of a P60 upon
reading the noun phrase John in (5a), it differs crucially in its prediction for (5b).
Because this model allows for semantic processing to occur in parallel with syntactic
processing, it should be possible for the interpreter to identify game as an inappropriate
theme for the verb enconrage--due to the concept’s lack of animacy--and in turn guide
the parser to search for a more appropriate noun phrase to fill the direct object position.
The parser should, therefore, have no difficulty when it encounters the noun phrase
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John and elects to place it in the direct object slot, and thereby have no cause to
generate a POOO waveform,

In sum, 1 offer evidence that syntactic and semantic processing are indeed
independent functions of the language processing system and, thus, that only a model
that allows for the separation of these two levels of information can effectively predict
the pamern of results displayed in our data. Moreover, | believe this study reinforces
the notion that the ERP paradigm is a viable and useful tool for psycholinguistic
research.
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The Syntactic Structure of Chinese Formal Focus®

Qian Gao

0. Introduction

Focus may be understood as having pragmatic functions (Dik 1980) or discourse
functions (Halliday 1967), However, recent studies show that, like Topicalization, it also
displays some syntactic properties. For instance, various focus movements have been
discussed in Korean (Choe 1992), Standard Arabic {Ouballa 1992}, Hungarian (Brody
1991), Modem Greek (Tsimpli 1992) and some Western Romance languages
(Urniagereka 1992), among others. It has been proposed that these focus movements
involve various sorts of syntactic categories. But basically they display either head
movement properties (an X' moves to morphologically suppert the focus head) or wh-
movement (an X™™ category moves o [Spec, FP] to satisly Spec-Head Agreement
requirement). In this paper [ will investigate focus structures in Chinese. 1 will show that
Chinese evidences a convincing case for focus movement tiggered by the Focus
Criterion, which is a specific case of Spec-Head Agreement outlined in Brody 1991 and
Chomsky 1992,

The paper is organized as follows. In Section 1, I discuss various focus phenomena
in Chinese, with a special interest on formal focus. T argue that there are (at least) 1wo
lexical entries for ddu, and one of them must be treated as a focalizer signaling that the
phrase preceeding it is in a focused position. In section 2, I show that formal focus in
Chinese involves syniaclic movement and this movement is triggered by the Focus
Criterion. Section 3 is devoted 10 Focus Phrase and s positions 1n Chinese sentential
structure, It is argued that Focus Phrase {FP) is a level of verbal projections and is

This paper originates from Peter Culicover's Seminar on GB Syntax, T thank all the participanss in
the seminar for their belpful discussions on the wpic in various languages. Many of my idezs benefi
directly from them. 1 am also very grateful w0 Peter Culicover. Brian Joseph, Carl Pollard and James Tai
for their constant advice and insightful comments on the earlier versions of this paper. This paper wis
olso presented in the colloguia of Depanment of Linguisiics and Department of East Asian Lanzuages and
Literasures. T thank hach audiences for their insightful suggessions in the topic discussed in the paper. All
ermors, of course. remain mine
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aptionally selected by Agr. I discuss the interactions of Topicalization, Wh-movement,
and Focus movement in Sections 4 and 5. In the conclusion, I consider some theoretical
consequences of the case stedy of the formal focus structures in Chinese.

1. Focus in Chinese
1.l. Two Kinds of Foci!

Like some other languages (Korean (Choe 1992), English (Culicover 1992), Arabic
{Ouhalla 1992}, etc.), Chinese also displays two kinds of focus constructions: Focus in
situ 415 is shown in (1) and formal focus us in (2).2
(132 Zhangsan chi-le  vi-ge  pinggud.
Zhanpsian  eat-PER one-CL apple
‘Tt is Zhangsan who has eaten an apple.’
b. Zhingsin chi-le vigpe pinggud.
Zhangsan eant-PER one-CL apple
“Zhangsan hus eaten an appled, not a banana).’
c. Zhingsin cli-le  yi-ge pinggud.
Fhangzun eal-FER one-CL apple
Fhangsan has eaten one apple(, not twao).’
d. Zhangsdn chi-le yi-ge  pinogud.
Zhangsan eat-PER. one-CL apple
‘Zhangzan has eaten an apple(, not cut one).’

{2)  Mili lidn pinggué dou chi
Mary even apple  FOC eat
‘Mary eats even apples.’

As the translations show, in-situ focus gives conteastive information. The focused
expression wsually bears sentential stress and remains in its base-generated position,
Wirtually any element in a sentence can be stressed and thus contrasted. 1n (1) the siressed
elements are shown to be the subject in (1a), the object in {1b), the clussifier phrases in

L (iher pessible candidates for focus structures are the ii-construction and the s, el constrsclion.
In the Ai-construction, B is usually followed by MP"s. Thus Bi-phrases are discussed in the literaiure
eitlser as secondory topic (Tsao 1987 and Goo 1991 or as Fromed objects (Thompsen 1973, 13 and
Thompson |98 1. and Huang 19823, Hewever, Gao 1992 has strongly argued lor 3 prepositional analysis
of b, which iz bise-penemted in a preverbal position. As for the shi.de construction. Gao 1989 has
some arguments for it & be treated as an emphatic sirecture, 05 is shown in (i)

o Zhingsan shi oing hdnggud 15 de
Zhangsan SHI from China  come DE
“Zhangsan is from China.’

In i) we genernlly do not get o corrastive reading, Instend. it is either o confiomation of & previous
statement (with the stress on sh#) or simply a new piece of informatson (with the siress on cding
ahrgin).

Sinee i these consiructions, neither e NP after &8 nor the phrase afler sti must have the
sentandial siress amd nofs of them necessarily provides contrastive infermation, [will nod discuss them in
this paper as focus structares, The readers may find some discussion of the bd-phrase as a prepositional

thrase in Section 1.2,

Throughout this paper, stressed (hence focused) elements are put into Baldface leness both in the

original language &5 well ns in the translation, but not in te glossing,
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{(1c)?, and the verb in (1d). In addition, in-situ foci give new information, as they can
appear in question/answer pairs.* Thus {la-c) can be used to answer questions in (3a-c)
respectively.
(3)a. Shéichi-le yige pinggua?
who eut-PER one-CL apple
“Whao has eaten an apple™

v, Zhangsdn chi-le  vi-ge  shénme?
Zhangsan eat-PER one-CL apple
‘What has Zhangsan eaten?

¢. Zhangsan chi-le  ji-ge pinggud?
Zhangsan ea-PER how-many-CL apple
‘How many apples did Zhangsan eal™”

Formal focus, on the ather hund, involves the use of some focus word, which |
will call focalizer, and the focused element always appears before the focalizer, The
element in the focus position alwo bears stress and yields contrastive information. In (2],
the focahizer is dduw and the element appeared in the focus position is Lkl pugged ‘even
apples’ comesponding to a gap in the postverbal object position. The difference betwesn
formal focus and in-situ focus is that formal focus does not give new information. For
instance, it cannot be used to answer questions. Thus (2) cannot be the answer for (4).

(4) Ml chishénme?
Mary eat what
"What does Mary e

The appropriste answer to (4) can only be (5), which involves the use of in-situ focus.

(5]  MAli chi pinggud.
Mary eat apple
‘Mary cats apples.’

K5
+ See Bochemont asd Culbeover 199 for discussion.
N Although 1 constantly use ‘even’ 10 translote the lin. dife  construction. the msader should be
cationed that even is nod an English equivalent for Chinese lid@n. For one thing, in English ‘even’
signals the palarity context in which Fauconnier's {1975h) pragmatic scales apply. The same conbext in
Chinese., however, is provided by the focalizer, not fidn, since kin is only optional. Thus it may be
appropriaie 1o reat ‘even” as equivalent oaly to the (Lin)..dde construction in Chinese. (Carl Podlasd
personal communication). For a detailed discussion of English even, the readers are referred 1o Fauconnier
19750 and Barker 1991,

Semantically. liin seems 10 be reloed 1w the preposition fav im i), which means ‘ndding” or
wgether with',

For u detailed discussion of classifier phrases in Chinese, the readers are encouraged to refer 1o Gao

(i} Liin wh zhill yigorg  sinshige rén.
ading 1 here aliogether thiry-CL person
‘Mdlding me. there are thirty people here.”

Thas, in the Ldn,..ddu constraction, the use of fide is w suggest thar there are more items than have
been mentioned. This can be further comfirmed by the fact that when a universal quamifier is used before
the focalizer, fidw is no longer felicitous, as is shown by the following

(i} Zhirgsdn (*lem) shénme dou chi
Zhangsan  even everything FOOC ea
Zhamgsan (“even) eats evervihing.




Formal focus does not rule out the possibility that some element in other than the
focus position in the same sentence can be stressed. Thus it is possible that in the same
fi focus construction, we may also have other in-situ focus. Usually, if two kinds of
foci are found in the same sentence, it is the in-situ focus, not the formal focus, that will
bear the primary sentential stress.® This is shown in (6).

(6) M4l hidn pinggud dou bu chi.
Mary even apple  FOC not eat
‘It is Mary who does not even eal apple.’

1.2, Difference berween Quantificational Use of dow'yd and the Focalizer dine'yé&

I have shown that the word dw is used as a focalizer 1o mark the focus position in formal
focus structures. However, not all the occurrences of ddv signal the formal focus
structures. This is because the word diu 1s also used as a universal quantifier, as is
shown in (7).

3] Tamen dbu ldi-le
they all come-PER
a. "All of them have come.'
b. *Even they have come.'

(8)  Zh&ngsdn dou ldi-le
Zhangsan FOC come-PER
a. *All of Zhangzan has come.’
b. "Even Zhangzan has come.'

The difference between the quantificational use of diw and the focalizer du can be
exploined s follows. First, the guantificational dfw 15 wsed 1o modify plural entities,
while there 18 no such requirement for the focalizer diu. This becomes clear if we
compare {7) with (8). In (7), where the subject is plural in number, we pet the
quantificational interpretation. In (8), however, the quantificational interpretation is
absent simply because there is no appropriate element for dfu to quantify over.

Secondly, quantificational dou usually gets the sentential stress while the focalizer
ddu does not. Instead, it is the element appesring before the focalizer thut gets the
sentential stress. This is shown in (7) and (&) as well as in the following.

¥ Hiizimen dbu lii-le
children all come-PER
a. "All the children have come.’
b. *Even the children have come.'

{100 Hdizimen dou ldi-le
children  FOC come-PER
a. *"All the children have come.'
b. 'Even the children have come.’

1 has come to my attention that English seems to have the same phenomenon. In (i) we have the
formal focus structure where the object Joka is placed into focus position. However, in (i) Mary is
given a primary stress hence contrasted, In (iii) the primary stress is on sow,

{1} It was John that Mary saw.

{inl Tt was John that Mary saw.

[l 11 was John that Mary saw.
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Thirdly, it is always possible o have a pamicle lidn ‘even' cooccurning with the
focalizer.” This combination is nol possible if ddu 15 used quantificationally. The
following examples show this.

(1)  *Lidn tamen dfu 14i-le
eventhey all come-PER

(12)  *Lidn Zhingsin dfu la-le
even Zhangsan FOC come-PER

Finally, the focalizer dfu has a fizsed position (see subsequent sections for the
analysis) while the quantificational div does not. Varation of the position of the
quantificational ddw signals different scope relations with other elements in the sentence,
e.g. negation. This is not possible for the foculizer dde. o= can be seen in the following
exaunples.

(13}, Tamen dfo méiyou ki,
they all not-PER come
'None of them has come.’

b. Tamen méiyou dou lbi
not-PER all come-PER
‘Mot all of them have come.'

(14)a, Wamen dou bu hui qi de
we all  not will go PARTICLE
‘Mone of us will go.’

b Women bu hui dbu qi de
we not will all  go PARTICLE
‘Mot all of us have come.’
(15)a. Lidn tAmen dbu méiyou I
even they  FOC not-PER come
‘Even they have not come.’

b. *Lidin tAmen méivou dou L
even they  not-PER FOC come
(16)a. Lidn Zhdingsfin ddu bu  yuanyi g
even Zhangsan FOC not willing go
‘Even Zhangsan does not want to go.”

b, *Lidn Zh#ngsdn bu vuidnyi dou qi
even Zhangsan  not willing FOC go

Anciher word that can be used as a focalizer in Chinese is p& which is
homophonous with an adverb meaning ‘also’. The adverbial use of y& 15 given in (17),
where the translations show when a different element 15 stressed (in-situ focus).

"t is still not clear to me how fidn should be remed syntoctically. [t behoves like o focus particle in
the snme way than ne doss as the negotion pamicle in the analysis of French im Pollock 198%. For
instamce, just like French ne, fidn is often optional, The difference between lidn and ae, though, is tha
lidn always moves with the focused element. That is, it is always 1o the lefi of the focused element no
maiier where the focused element is ar 5-Sinscture. This unsque propenty is always helpful in idenifying
the focused element. Thus 1 will disregand its optionality amd. whenever possible. always use it when a
fowmenl fiocus structure is introduced. The reader should be aware thas this treasment is only for the purpose
of convenience,



(17) Zhangsan yé chi pinggud

a. 'Zhangsan also eals apples.”
b, “Zhangsan also eats apples.”
¢, "LThangsan also eats apples.’

{18) Zhingsdn (lidn) ploggdu y& chi.
Zhangsan {even) apple  FOC et
u. *Zhangsan also eats apples.’
b. *'Zhangsun also eats apples,’
¢. "Zhangsan even eals apples.’

The possible cooccurrence of Iin with vé in (18) shows that & is not used as an
udverhial. Instead, it 15 a focalizer which signifies tha the element before it is in focus.
When yé is used as a focalizer, it is often interchangeable with ddu. Thus if we replace
¥é with ddw in (18], the meaning of the sentence remains the same.

1.3, The Semantics of {fizin)...dow'yé

Like in-situ focus, formal focus structure  always yields additional  semantic
interpretations. Consider (19) and (20) below.

(19)  Zhangsdn lidn MAN dou bu rénshi
Zhangsan even Mary FOC not know
'‘Zhangsan does not even know Mary.'

{20y Zhingsdn lidn MAL déu ging-le
Zhangsun even Mary FOC invite-PER
‘Zhangsan even invited Mary.'

In (19), we do not only get the interpretation that Zhangsan does not know Mary. In
uttering (19}, the speaker presupposes that there is a set of people among whom Mary is
the most likely person that Zhangsan may have known. The use of the focused structure
thus gives us contrastive information: since Zhangsan does not know Mary. it is unlikely
that he would know anyone else (in the presupposed set). The same presupposition is
apparent in (207, where the speaker assumes that Mary is the least hkely person that
Zhangsan would invite. Since Zhangsan did invite her, he must have invited all the

people {in the presupposed set).

Another imporant aspect about formal focus structure is that it provides a polurty
context with negation. Consider (21 below,

(21) Zhiingsin lidn yi-ge pinggud déu bu chi
Zhangsan even one-CL apple FOC not eat.

"Zhangsan does not eat one single apple.”

The focused element in (19) is yi-ge pinggud 'an apple’. Acnurdil:f to Paris 1979, the
classifier phrase yi-ge is usually used as an existential quantifier. However, in (21) this
classifier phrase has the quantificational force of a universal quantifier. Paris believes that
this reversion of polarity can be explained by assuming Fauconnier's (1975b) “pragmatic
scales’. The pragmatic scalar principle says roughly that if a property holds for x; on a
scale S, it will hold forx, if x; < K. For example, if the scale 5 is a quantitative scale and
R stands for ‘Zhangsan eats’, then “Zhangsan eats two apples’ pragmatically implies
‘Zhangsan eats one apple’. This pragmatic implication can be reversed in the context of
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negation. Thus in (21), yi-ge is lowest on the quantitative scale, but under negation, it is
reversed to the highest on the scale, hence the quantificational effect of a universal
quantifier. If we assume that the negation reverses the polarity, then it must be the case
that the focalizer ddu provides the polarity contexts. Mote that without the focalizer, there
is no polarity item for the reversion. This is clearly demonstrated in (22).

(22) Zhangsan bu chiyige  pinggud.
Zhangsan not eat one-CL apple
"‘Zhangsan does not eat an apple.”

If yi-pe is indeed a polarity ftem in (21} and under negation it behaves as a
universal quantifier, as Pans argues, then we should expect that if it is replaced by
another universyl quantifier. the meaning should not be chonged. Paris claims that
shénme in Chinese is an example of a universal quantifier®. The following examples
show that the prediction is borne out (Cf Footnote 5)

(23) Zhiingsan (*liin) shénme pinggud dou bu chi.
Zhangsan  even every apple  FOC not eat
‘Zhangsan does not cat any (kind of) apples.’

(24) Mih (*lidn) shénme dou hui  zud.

Mary even everything FOC know do
"Mary can do everything.'

® It has been claimed that shémme also functions as existential quantifier. For instance, Cheng 1992
claims that sheome in the following ks ambiguwous berween a wh-word and an existemial quantifier.
(i} M ifing chd shémme ma?
you want eat whay  Q

Howewer, 1 fimd {and many of my colleagnes also agnee with me) than it is very hard, if not impossible, w0
get the exmstential reading of the wh-word in (i) That is, (i) is not anvbiguows an all and can only have the
realing of an information questson (al keast for those Chinese speakers | encountened). In order for the wh-
wond 1o be understond as carrying an existential force, we have 10 use the difar. as in the following.
{ii) Mi  xifing chi difiw  shémme !

you want ean a-links whattsemething O

A, "Whan do you want o e (a limle binal)?*

b. Do you want 1o eat (a linte bit of) something ™

That is. oaly when didar “a linle bn® is used can we find the wh-word ambiguous. Bul then it is no
longer appropriate 1o claim that it is the wh-wond that causes the ambiguity. Thus it is still doubtful tha
wh-words can [unction as existential quantifiers in Chinese.
Another piece of evidence comes from the absence of the nl:l;nmp.'ln.yin‘ word Mo, As mosed in
F 5, zhe . when f lly focused. does nol go with fiin. This seems o be consisient with
other unaversal guantifiers such as shesiyoude “every single one of”,
(iii)  Tai*lidn) shénme pinggud du  chigun.
he evenewvery  apple  FOC eat-PAST
Fhangsan asted all (kind of ) apples.’
(iv} Ta (*lifin) shudyoude pinggud d&u chiguole.
he even every-singe-one-of apple  FOC ent-PAST-FER
Thangsan tnsted all apples.’

It shawikdd nlso be mentioned thas even if shéome could be used a5 an existenial quarntifier, it would

nat alter the analysis presented in this paper, for the exisienriol use of whewaond may also be weaned like
aher existentinl guantifiers,
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Anather piece of evidence to show that yi-ge in (21) 15 not a usual classifier phrase
but a polarity ilem (the lowest on the quantitative scale) comes from the Ffact that
classifiers other than singular number cannot appear in the focused position. This is
shown in the following examples.”

(25) Zhiingsin lidn yi-ge/*lifing-ge/*shi-ge pinggud dou bu chi
Zhangsan even one-CL two-CL.  ten-CL apple FOC not eat.
"Zhangsan does not eat any apple.’

(26)  ZhZingshn bu chi yi-ge/  liling-gefshi-ge  pinggud.

Zhangsan not et one-CL two-CL 1en-CL apple
‘Zhangsin does not et an applefiwo applesiien apples.”

Thus | have shown that there are (at least) two entries of ddu in the Chinese lexicon, one
5 the universal quantifier, and another as a focalizer. If this distinction is indeed true, we
should predict that cooccumrence of the two within a single structure should be allowed
without redundancy of information. This prediction 15 bome out in the following
examples. Suppose that two groups of people are required to have full attendance o a
conference but when found that both groups have some absentees, each group may use
(27b) as an excuse (when asked by the conference organization committee). If we have
the right context, (28b) is also a perfectly scoeptuble sentence.

(27)a. Tamen méiyou dbu L.
they not-PER all come
‘Mot all of them have come.”

b. Lidn timen déu méiyou dbu ldi.
eventhey FOC not-FER all come
‘Even they have not all come.’

(28)a. Tamen méiyou ddu mdis zhé bén shi.
they  not-PER all buy this CL book
‘Mot all of them have bought this book.'

b. Lidin tdmen dou  méiyou ddu mdi zhé bén sho.
even they  FOC not-FPER all  buy this CL book
“Even they have not all bought this book.”

2. Focus Movement and the Focus Criterion
2.1. The Focus Movement

I have shown that ddw/'yé in Chinese can be treated as a focalizer because it provides a
polarity environment and the constituent before it bears sentential stress, thus yiclding
contrastive information. 1 will call this stressed constituent the focused element. In this
section [ will show that the focused element is best understood not to be base-gencrated

in the pre-focalizer position, but moved to this position through Move a. 1 will also show
that the movement o pre-focalizer position 1= an obligatory movement o [Spec, FP)
trggered by the Focus Criterion, which is a specific instantistion of the universal
principle of Spec-Head Agreement.

% Peter Culicover (persomal communication) points owt to me that English displays a similar
phenomenon.
(i) Mot one apple™two apples™ten apples did John eal.
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In order to show that the focused element in a formal focus structure is not an in-
situe category, we must show that a) this category is subcategorized for something other
than the focalizer, b) there is a gap in the subcategorized position that holds a one-lo-one
relation with the focused elements, and ¢) the focused element c-commands'® the gap.
That is, the race must be properly governed by the antecedent focused element. The
following examples show that this is indeed true with formal focus structures in Chinese.

{209}, Xifoméi bu hui  chang g&

Xiaomei not know sing  song
‘Kisomei doesn't know how to sing a song.’
b. *Xidoméi liin déu bu hui  ching g&.
Xigomei even FOC not know sing  song
c. Xidoméi liin g8 déu bu hui  chang.
Xiaomei even song FOC not know sing
"Xiaomei even don't know how to sing a song.’
(30). Zhé wiin fan, Xifiomé méivou chiyi ki,
this bow] rice Xizomei not-PER em one mouth
"‘Kiaomei did not take a bite of this bowl of rice.
b. *Zhé wiin fan, Xidoméi lidn dbu méiyou chiyi kbu.
this bowl rice Xiaomei even FOC not-PER eat one mouth
¢, Ehe win fin, Xifiomsi lidn yi ko dou méivou chi,
this bowl rice Xiwomei even one mouwth FOC not-PER eat
‘Kiaomei even did not take a single bite of this bowl of rice.’
{3 ). Xidomé bu gin zud fEij.
Xisomei not dare sit airplane
‘Xiaomei does not dare to take a ride on an airplane.’
b, *Xifioméi lidn dou bu glin zud B,
Xiaomei even FOC not dare sit airplane
c. Xidoméi lidn zud f&ji  dou bu gdn.
Xizomei even sit  airplane FOC not dare
‘Kiaomei does not dare even to take a ride on an airplane,”
(32)a. Zhingsin bu yuanyi cong jidlli ndichll  yi-ben shii lai
Zhangsan not willing from home take-out one-CL book come
‘Zhangsan does not want 1o bring out a book from his home’

b. *Zhingsan lidn ddu  bu yulnyi cng jiali ndchi  yi-ben shi lui.
Zhangzan even FOC not willing from home take-oul one-CL book come
c. Zhfingsdn lidin cdng jidli ndchd yi-ben shid lai  déu bu yuanyi.
Zhangsan even from home take-out one-CL book come FOC not willing
‘Zhangsan does not want even to bring out a book from his home.”
{33)a. Zhingsin bu gdn bd Lisi di yi-xid,
Zhangsan not dare BA Lizi hit one-CL
‘Zhangsan does not dare to hit Lisi once.’
b. *Zhingsin lidn dou bu gin bd Lisi di yi-xid
Zhangsan even FOC not dare BA Lisi hit one-CL

101 nssume the definitien of c-command found in Chomaky 1986b, which goes as follows.
i) o c-gommands B i o does not dominate f and every § that dominates @ dominanes fi.
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c. Zhangsan lidn bd Lisi dd yi-xid dou bu gn.
Zhangsan even BA Lisi  hit one-CL FOC not dare
‘Zhangsan does not dare even to hit Lisi once.”

(34)a. WO dngyi ol dio meéiguo gil Xuéxi.
I agree you amive-at Amenica go study
1 agree for you to go to the ULS. 1o study.’
b. *Woliin dow tiogyini dio miguo gin xudxi.
I even FOC agree you arrive-al America go study
¢, Wi lisin ni ddo méiguo gl xuéxi dou 1dngyi.
I even you arrive-al America go study FOC agree
‘1 agree even for you Lo go (o the U.S. Lo study.’

In the above examples, the one-to-one cormespondence between the focused element
and the gap is clear. In (29¢) and (30c), the focused elements are NPs and so are the
gaps. (31c), (32c), and (33c) show that moved elements are VPs and so are the gaps. In
{34c) the focused element is a clause and so is the gap. Based on the one-io-one
relutionship between the focused elements and the gaps and the similar bogical relutions
between the (a) and (c) sentences, it 15 reasonuble for us to assume that the traces are
indeed left behind by the focused elements when they have moved. The ungrammaticality
of the (b) sentences show that if (Iidn)...ddu is present, the focused elements must move
1o the lefi of dow. These examples also show that the moved elements are maximal
projections (i.e. full phrases such as NF's!! in (29)-(32), a VP in (33) and a CP in (34))
and that, in each senience, only one maximal projection is moved 1o the left of ddw.

Exumples in (29)-(34) also show that the gap in each (c) sentence is best analyzed
a5 @ trace, not a pro. This is because the antecedent of a pro cannot be ¥P. In (32c) and
{33c), however, the antecedents are VPs.

I will assume the more restrictive Empty Category Principle discussed in Rizzi
1990, which says that an EC must be antecedent-governed as well as lexical-governed al
S-Structure. Thus the traces in the (c) sentences in (29)-(34) all obey the ECP. If we
assume with Tang 1990 that in Chinese adverbial phrases are adjuncts which are adjoined
1 XPs and therefore are not lexical-governed, then we will predict that adverbial phruses
do not undergo focus movement in Chinese, This prediction is borne out.
{35)a. Ml zudtian  méivou L
Mary yesterday no-PER come
‘Mary did not come yesterday.”
b, *Mili lidn zudtian diu méiyow 1
Mary even yesterday FOC not-PER come
{36)a. Zhingsin bixiadxin di-shing-le Lisi.
Zhangsan carelessly hit-wound-PER Lisi
‘Zhangsan carelessly wounded Lisi.
b. *Zhingsin lidn bixiadxin dou di-shéngle  Lisi.
Zhangsan even carelessly  FOC hit-wound-PER Lisi

Prepositional phrases in Chinese behave like adverbials in that they are mainly
found in preverbal positions and are generally wsed to modify verb phrases. Thus

1 n (300, I am assuming an empty head in the object NP, where y kiw is teated s the specifier of
the MF. See Gao 1994 and in progress for o detniled discussion of this analysis.
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syntactically they cannot be treated as subcategorized categories of verbs, Therefore we
should not expect them 1o undergo formal focus movement.'? The following examples
show that this is the case.

(3T)a. Zhangsan cong jial  nd-lii-le yi-ben shi.
Zhangsan from home take-come-PER one-CL book
Zhangsan has brought a book from his home.
b. *Zhingsin lidn cdng jifli dou  nd-ldi-le yi-ben shi.
Zhangsan even from home FOC take-come-PER one-CL book
(38)a. Mali b gingzud winchéng-le.
Mary BA work  complete-PER
Mary has completed her work.
b, *Mili liin bi gbogzud dbu winchéng-le.
Mary even BA work  FOC complete-PER

2.2, The Focus Criterion

Recent studies (Chomsky 1991, Rizzi 1991, Culicover 1992) pursue the hypothesis that
in languages constituents move only 1o satisfy some requirements. The basic requirement
outlined in Chomsky 1992 is Spec-Head Agreement. For instance, some muximal
projections move to [Spec, XP] only because they have some active features to check off.
Some X" categories move to adjoin to other X" categones because either they have some
features thal need to be discharged or other X" categories need 1o be hologically
supported (Chomsky 1992, Culicover 1993). For instance, to account for wi -mﬁm:m
in English (as well as in other languages with either overt or covert wh-movement), Rizzi
1991 proposes the Wh-Criterion, which goes as follows.

(3%)  The Wh-Criterion

A. A Wh-Operater must be in a Spec-Head configuration with an Xof+WH].
B. An Xo[+WH] must be in a Spec-Head configuration with a Wh-Operator.

12 Dine exception is the PP headed by ol “owards’. In Paris 1979 we find the following example.
{il Fhangsie lidn dui  Ziji de thitei ddu bu shud vigu bl
Zhangsan even wowards self DE wife FOC nosay  one-CL speech
Zhangsan doesn’t say a word even 1o his wife.

The exact explanation for this is still wnknown. However, we want to point owt that dui behaves
differently from other prepositions also in other aspects of syntax. For instance. in Chinese prepositional
phrases generally do not modify NF's, as the following examples show

iy *bd  gingzud de winchéng
BA work  DE completion

(i} *odng ehdeggui de  Iining
from China  DE journey

However, phrases headed by dui are comstantly found as NP modifiers.

Giv) i g de ridi
borwards mokherland DE lowe
“the love for the motherlard”

[ dhui IEoshi  de zinzhing
ovwands teacher DE respect
“the respect for teachers’
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The Wh-Criterion in {39) explains the following.

(40)a. *Iwonder [ COL+WH] [ Mary has seen who.] ]
b. 1 wonder [who CO[+wH] [Mary has seent.] |

Since wonder selects a CP headed by CO+wH], (40a) violates (39) because CO[+WH] is
nod in a Spec-Head configuration with a Wh-Operator. On the other hand. (40b) is well
formed simply because the [Spec, CF] is filled with a Wh-Operator.

In the sume manner, Rizzi also proposes the Megation Critenon o account for
Megative Inversion in English and some other languages. A similur version of the Focus
Criterion is also suggesied in Brody 1991 and Choe [992 10 account for focus structures
in Hungarian and Korean, respectively. If these proposals are UG principles, we should
expect them to apply in Chinese as well. In this subsection, | will show that this is the
cilse.

First, let's assume that the focalizer in a Chinese formal focus construction is the
head of a focus phrase. According to X-bar theory, this head (F) will ject to its
maximal projection FP, thus creating a FP configuration as (41), where F niwuys caics
the [+Foc] featurne.

1] F

g
FI+FOC] XP

Let us also assume that the Focus Criterion of Brody and Choe, stated in (42), holds for
Chinese.

(42)  The Focus Criterion
A. The focused element must be in a Spec-Head configuration with the
Fl+FOC]).
B. The F[+FoC] must be in a Spec-Head configuration with the focused
element.

Mow let's look ut the examples in (29)-(34) again. In all the (a) sentences, no
focalizer is present, thus [+FOC] is absent. The Focus Criterion is vacuously satisfied and
we get these normal and grammatical sentences. In all the (b) sentences, the focalizer déu
is present and carries the [+FOC] feature. However, nothing moves into [Spec, FP] o
check off the [+FOC] feature and thus the Focus Criterion is violated. This causes these
sentences to crash at PF.1? All the (c) sentences, on the other hand, are well formed. The
presence of the focalizer signals the presence of the [+FOC] featwre and the [Spec, FP] is
also filled. Thus, the Focus Criterion is satisfied. Those sentences are therefore
understood as carrying contrastive information.

1% 1 assume with Chomsky |992 that beyond the S-Structure there are two interface levels: the
pheanetic form (PF) and the logical form (LF), At PF the phonetic well-foomedness of & sentence will be
checked. A1 LF the semantic well-formedness will be checked. In the case of feawre-checking, strong
feanures must be checked ar 5-Stnucture 50 as 1w satisfy the phonetic well-formedness. condition ar PF.
The checking of weak features cam be delayed watil LF since it does not affect the phonetic well-
Tormedness al PF.
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Thus, I have shown that if we assume the Focus Criterion, Chinese formal focus
structure can be analyzed as movement to [Spec, FP], and that (29)-(34) show that the
Focus Criterion must be satisfied at 8-Structure for formal focus structures.

2.3, The Focus Criterion and In-situ Focus.

I have shown that Chinese formal focus strectures can be explained by assuming the
Focus Criterion, which iriggers focus movement at S-5trecture. 1t is reasonable now o
ask whether the Focus Criterion applies 1o in-siie focus, since in-situ focus does not
involve overt syntactic movement.

Recall that in-situ focus is different from formal focus in Chinese in that in-situ
focus gives new information and it can be used in qtﬁtimﬂmswrripmrﬁ. This is no
surprise if we consider that questions ane generally linguistic forms for soliciting new
information. Thus it is quite understandable tha in-situ focus be directly related 10 wh-
questions, Chinese has been widely cited as a wh-in-sit language. But being & wh-in-
situ language does not mean that wh-phrases do not move at all. Following Huang 1982
and Aoun 1986, I assume that wh-phrases in Chinese do move, not at S-Structure, but at
LF, in order to pet wide scope. Thus in wh-in-situ languages, the WH-Criterion is
satisfied at LF,

Similarly, for in-site focus structures, 1 propose that Focus Criterion is also
satisfied at LF, thus no oven focus movement is found in Chinese in-situ focus
structures, My proposal is based on the following reasoning: In Chinese formal focus
structures, the FOC feature is carried by the lexical head (the focalizer) dow'vé. Suppose
that this makes the FOC feature strong. According 10 the proposal in Pollock 1989,
Chomsky 1991, and Hoekstra and Zwan 1992, strong features must be checked at S-
Structure. Otherwise the unchecked feature will cause the sentence 10 crash wl PF. This
entails that the Focus criterion must apply to Chinese formal focus structures at 5-
Structure. In-situ focus, on the other hand, carries only a weak FOC feature. Thus it does
not have 1o be checked at S-Structure, since unchecked weak features does not cause the
sentence to crash at PE. However, the FOC feature will be checked at LF so that we iﬂ
the comect interpretation of the sentence. According to the Economy Principle {Chomsky
1991), movement at LF is more economical than that at 3-Structure. This explains why
Chinese in-situ focus does not involve overt focus movement: the focused elements only
moves at LF. 14

3. Position of Focus Phrases
3.1. The Subject and the FP.

I have shown that in Chinese formal focus structures must satisfy the Focus Criterion o
S-Structure. Thus we have explained why the focused element must move to [Spec, FP].
MNow we consider the question where the FP is in a Chinese formal focus sentence.

Recall that in Section 2 we showed that the focused element must c-command its
gap. This will rule out the possibility that FP is adjoined 1o a category that contains the
gap because the Spec of adjoining XP cannot c-command anything that is dominated by

14 This strongfweak feature distinction may also be used o explain covent wh-movement in Chinese and
oven wh-movement in English: in Chinese. the [+WH] feaures ane weak, thus wh-words move only a
LF: in Emglish. on the other hand, [+WH] features ane strong. thus we find syniactic wh-movemen (m 5-
Structure ).



the adjoined category. In order for the Spec of FP to c-command its gap, the gap must be
dominated by the category that is subcategorized for by the head F.

In light of this reasoning, I will assume FF as a level of the verbal projections,
along the lines suggested in Grimshaw 1991, where two basic projections are strongly
argued for. One kind of projection is headed by N (a mnmmr:mpctm having the
feature [+N]). DP is ngami extended projection over NP and PP is an extended
projection over DP. PP, DP, and NP all share the lexical featuwre [+N]. They differ from
each other by levels: NP is an FO level projection, DF is an Fl, and PP is F2. Contrasted
with the nominal projections are the verbal projections which all share the feature [+V]:
VP is an FO level verbal projection, IP is Fl. and CP is F2. Thus the two basic
projections form the following configurations.

(43) Verbal projections

(44) Mominal projections

CP[F2,+V] PP[F2 +N]
Spec C'[F2.+V] Spec P'[F2,+N]
C IP[FI.+V] P ;“)j‘_{f_}\iNj
Spec [[F1+V] Spec D'[F1,+N]
=Ry Sy
I VP[FD,+V] (#] NF[F0,+N]
Spec V[FO.+V] Spec  N'[F0,+N]
s e T

v XP N XP

Some restrictions on the projections are also discussed. For instance, i is argued that V
and N are the only lexical heads, which can select XP's that belong to a different
projection. That is, a ¥ can select either an XP[+V] or an XP[+N], and 5o can a N. Other
heads are functional heads, which can only select XP's that share the same lexical feature
with the selecting head and that are one level down. Thus C can only select IP, and [ only
VP. For evidence supporting this system and a discussion of its advantages, see
Grimshaw 1991,

In this system, the functional levels are designated by numerals and therefore are
made very flexible. There seem to be no restrictions on how high the levels can go. But
this should not be a big concern in this paper.'® In recent studies of focus structure, FP
has been suggested as a level of verbal projection. For instance, Brody 1991 proposes
that FP iz one level higher than IP, thus F can select IP o form an FP-IP sequence.
However, Horvath 1991 voices concern about this treatment. She observes that FP is mot
an obligatory category. If FP is absent, C will have 1o select 1P, which is two levels
down from CF, thus violating the restriction that functional head can only select a one-
level-down XP. To avoid this viclation, | follow Culicover 1993 in assuming that FP is
on the same level as [P. The restriction on the selectional power is accordingly revised 1o
allow a functional head o select an XP either of the same level or one level down. Armed

1 However, some believe that this is & seriows defect in the theory (CF. latridow 19900, This paper
will s1oy within the Minimalist Program Framework and keep the projections o the lowest possible

levels
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with this theoretic background, let's wm w the following Chinese formal focus
SIrUCTUres.

(45) Zhingsan lidn MR dou bu rénshi.
Zhangsan even Mary FOC not know
‘Zhangsan even doesn't know Mary.'

(46) Xiioméi liin ching g8 déu bu hui
Xiaomei even sing  song FOC not know
"Kiazomei even doesn’t know how 1o sing.’

In (45) and (46), we notice that Chinese focused elements occur to the right of the
sulbject. Under the standard assumption, the subject occupies [Spec, IP] position n 8-
Structure because subjects need Case and [Spec, IP] is a Cuse position. This suggests
thin in Chinese FP should follow IP. That is. FF is selected by 1. Under the previous
assumption we made that [P and FP are of the same level verbal projections, this might
seem reasonable. However, Horvath 1991 has voiced an objection to the IP-FP
sequence. She notes that since the FP-IP sequence has been observed in many languages,
it is wrong 0 assume that in another language we should find the IP-FP sequence. 1
believe Horvath's objection o IP-FP sequence is very reasonable. In addition, I find that
there is also evidence against this treatment in Chinese, Consider the following examples,

47)  Zhangsan chi-le  fan.
Zhangzan eat-PER meal
"Zhangsan has eaten his meal,”
{48) Zhiingsan méiyou chi fan.
Zhangsan not-PER eat meal
Zhangsun has not eaten his meal.’

According to Li and Thompson 1981, Dai 1991, and Gao 1992, -le is an
inflectional morpheme, marking the perfect tense (Gao 1993). Méiyou is the ncigam'r.
counterpart of -le.'® Suppose that in Chinese, VP is base generated 10 the right of 1 (or

1 This relation can be shown in the following cxamples. where mdiyou and -le are mutually esclusive
in a single declarative sentence simply because they give conflicting stubements.

(il Zhiingsan chile  Ffm
Zhangsan ent-FER meal
"Zhangsan has earen (hish meal.”
i) Zhingsan méiyou ohi
Zhangsan nol-PER eal meal
“Ehangsan hasn't esen (his) meal.’
(i) *ZThiingsan méyou chirle  fan.
Zhangsan not-PER eat-PER meal

In Chinese, yes-no questions can take the form of A-not-A (Ses Huang 1988, Gao 1992), Thus (iv) is
a declarative sendence and (v) is a comesponding question

{iv) Zhingsan vitwan Mk
Zhangsan like  Mary
“Zhangsan likes Mary.'

(8] Zhangsan ¥ihuanbuxihuan Miki 7
Thangsan like-not-like  Mary
'Does Ehangsan like Maory ™

The A-not-A form for the perfect tense -le. however, is the combination of -le and mdiyou, not fe-not-le,
though it is possible 1o use youmeivor in some dinbscrs
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WP 15 selected by 1) and [ is the residual position for the tense morpheme. Then at 5-
Structure, V has to move to morphologically support the tense marpheme, since -le is not
a free me. This explains why we have a V+1 complex in (47), just like the case of
French V+1 complex proposed in Pollock 1989, In (40}, on the other hand, there is a
Meg head intervening between | and V, thus blocking V from joining I to form the V41
complex. Instead, the Neg head moves to adjoin to [ and forms a Meg+l complex. which
is realized phonologically as méiyou'® in (48), Therefore we have an I-V sequence. Since
méiyou is already an independent word and no longer needs w be morphologically
supporied. we do not expect the V 10 move up 1o adjoin to 1. This analysis explains why
the semtences in (49) are ungrammatical.

{4%9)a. *Zhiingsan chi-méivou  fan,
Zhangsun eat-not-FER. meal

b, *Zhingsan méiyou chile  fan.
Zhangzan not-PER cat-PER meal

¢. *Zhangsan le  chi Rn,
Zhangsan PER eat meal

If the above analysis is correct, it makes predictions inconsistent with the
hypothesis that in Chinese we have an IP-FP sequence. This is becawse, as (50) and (51)
show, FP, in Chinese, can only occur to the lefi of 1, not to the right.

{vi)  Zhingsan chirle En  méweu?

Zhangzan eal-PER meal not-FER

‘Has Zhangsan eaten (his) meal ™
This phenomenion confirms that méiyoy is indeed o negative counterpart of the perfiect 1ense marker -fe,
7 Following Pollock 1989 and Rivero 1990, | assume that syntactic head-io-head movements do play
an impornant rode in word foomations in some languages, especially here in Chinese, | am aware that this
is very problematic im the case of Greek (Joseph and Smirniotopoulos 1993). Ome possible explanation
for the dafferemce berween Greek and Chinese may be waced 1o the strength of morphology in the two
languages. Intuitively at beast, Greek has o swomg (or rich) morphology, thus a syntactically derived
seguence of morphemes is afien overtdiden by mosphobogical rules il mismaches oocur. Chinese. on the
other hand, has a very weak {or poor) morphalogy. Thus syntactical rubes ofien prevail in determining the
saqpeence of morphemes. However, as Bran Joseph (personal communication) points owl, we nead an
undersionding of whai consiiuies a sirong morphology that reaches further than what owr ineition

roides.

!J“ This assumption is supponed by the fact than im some Chinese diobsois (Sowtherm China and South
East Asia), the A-not-A form af the inflection can be ydumeiyou.

(i} Zhangsan zutian  ylumSyou  chi fin?
Zhangsan yesterday FER-not-FER eat meal
"Dl Zhangssn eat (his) meal yespenday ™
(i} Mil yiuméivou 1 ehOngou?
Mary PER-nat-PER come China
"Has Mary come 0 China™

In some South East Asion dinlecss we have even found that -le is constanily replaced with vw in
preverbal position, as is in the following sentences.

{iii}  Zhingsan zudiln  yiu i fn
Zhangsan yesierday PER eal meal
‘Zhangsan ate (his) meal yesterday."

{iv} To zwdtifin -yl xilii.
hex yesterday PER rest
‘He: ook o day off yesierday.’
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(50) Zhangsan [pplidn fan; dou [p méiyou [vp l:ht t; 111
Zhangsan  even meal FOOC  not-FER
“Zhangsan hasn't even eaten his meal.’

(51) *Zhingsin [jp méiyou [pp lidn fin; dou [vechi 4 1]].
Zhangsan  not-PER  evenmeal FOC  eat

Sentence (50) and (51) are & the same except the order of FP and IP. In (50), the
FP lizn fin dbu appears to the ]:gn-fihc IF, giving an FP-1P sequence, and the sentence
is acceptable. In (31), on the other hand, the FP is positioned to the right of the 1P,
yielding an IP-FP sequence, and this results in an ungrammatical sentence. Therefore, we
can conclude from {300 and (51) that in Chinese, we also have an FP-IP sequence in the
verbal projections,

3.2, MNominative Case Assignment and the FP

As the above discussion shows, in Chinese, the FP, an intermediate verbal projection,
can appear to the right of the subject. It also appears to the left of 1. That is, an FP in
Chinese appears between the subject and . Under the normal assumption that the subject
occupies [Spec, IP] and is assigned nominative Case by | under the configuration of
Spec-Head Agreement, this would appear to be a serious problem, since FP intervenes
between the [Spec, IP] and the head 1. Recall that wsually I is assumed to contain a
bundle of features, among which there is an Agr, which is responsible for nominative
Case assignment. Thus 1 will continue 1o assume the Split Infl Hypothesis in treating Agr
as o separine head from 1. Agr heads its own maximal projection AgrP. The subject is
moved to [Spec,AgrP] and assigned the nominative Case by Agr under the Spec-Head
Agreement Principle. Under this analys.s I is freed from any nominative Cuse
assignment obligations and therefore no Fgﬁr has to be adjamm to the subject.™ In our
case, AgrP and IP can be separated by an ithout causing any theoretic lems. If
this line of analysis is comect, then FP is { y}sdnclndh}lﬁg;rw h, in the
absence of FP, is also the selector for [P by the inflectional morpheme. Thus in
a tensed negative sentence with FP present, the sequence of verbal projections will look
like AgrP-(FP)-IP-(NegP)-VP, where FP and NegP are not obligatory projections.
Under the present analysis, (30) has the following structure.

(50°)  [agpZhingsan [pplidn fan; dou [jp méii-you lyege 8 [yechi 1 10111
Zhangsan  even ml:ul FOC  not-PER el
‘Zhangsan hasn't even eaten his meal.’

1% This proposal seems 1o suggest that Chinese lacks [4o-Agr movement, contra Chomsky 1992 who
clabms that [-o-Agr movement (5 nesded if Agpr is o assign nominative Case 1o the subject. One
eaplanation for this may be that in Englizsh, Agr is a phonologically reslized lexical form, for instance.
the third person singular morpheme -5 in simple present ense. The fact that Lio-Agr is needed s nol
because of the imative Case iz abligations. but because the bound Agr mewpheme neads 1o
be morphologically supporied. In Chinese, however, Agr is mever phonologically realized, Thus | does
nadl need to move 10 Agr for marphological Ut

¥ In the literature, when [ is freed from nominative Case assignment obligations, it is ofien said 1o
head a Tense Phrase (TF) and [ is accordingly changed 1o T. This, however, is only a erminobogical
difference. In this paper, 1 will not use TP for Tense Phrase. Instead, I will continee 1o wse [P although |
0 loager comains the Agr feature. TP will be reserved for Topic Phrase
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4. Focus Movement and Topicalization
4.1. Subject and Nominative Case Assignment

I have shown that in Chinese, the nominaive Case assigner must be separated from the
tense morpheme. This analysis enables us 1o have FP between the subject and IP. Now
let’s consider the cases where the subject itself is the focused element, as the following
examples show,

i52) Liin Zhangsdn dou bu rénshi MAl.
even Zhangsan FOC not know Mary
"Even Zhangsan does not know Mary.”

In (32), Zhangsdn is in the normal focused element position. But it also functions
s the subject of the sentence and therefore must be in the position where Agr cun assign
it nominative Cise. There are two possible ways to analyze this structure. The first is 10
ussume that Zhangsan, being hase-generated within VP (cf: Koopman and Sportiche
1991 and Speas 1990}, moves to [Spec, FP] and stays there. It can get the nominative
Case from Agr if we assume that Agr can be an exceptional Case assigner, in the way that
Horvath suswr_\-'ls for Hungarian. Another way to analyze (52) is that when Zhangsan
moves to [Spec, FP] and gets the [+FOC] feature discharged, it will continue to move up
1o [Spec, Ag;?] to get Case. Of the two analyses, we have two reasons o choose the
second one. First, it is not clear why Agr can assign exceptional Case (Case that the head
assigns to the Spec position of its subcategorized XP). Besides [Spec, FP], we do not
have any other evidence that nominative Case is assigned this way. For instance, in
examples where [Spec, AgrP] and [Spec, FP] are both filled, which position should have
the priovity in receiving the nominative Case? At the very least, we would have o
stipulate some kind of priority principle in cases like this. Second, another piece of
evidence suggests thal the focused elememt will continue o move 1o salisfy other
requirements. For instance, it may move again o the left of the subject, as is shown by
the following examples.

i53) Lifn MAl Zhingsin diu bu rénshi.
even Mary Zhangsan FOC not know
‘Zhangsan even does no know Mary.'

In (53), the primary stress on Ml and the possible cooccurrence of fidn 1w the left of
Mali indicate that Ml is the focused element. It must have been moved out of [Spec,
FP] 1o the lefi of the subject, hence 1o the left of AgrP. In the next subsection, we will
dizcuss what this position is.

4.2, Difference between [XP, TP] and [Spec, TP]: the Binding Principle

In the case of (53), one may suggest that the position that MAL takes is the Topic
position. But there may be some problems with this assumption. First, as Chinese is
often quoted as one of the topic inent languages, it has been argued that Topic 15
base gencrated. This is becanse mcsubﬂmni evidence that there i5 no one-to-one
comespondence between the Topic and the possible gap within the sentence. For
instance, Gao 1992 gives the following examples. (Also sec Huang 1989 and Her 1991
for examples with multiple topics.)
(54) Wi-ben xin shi, (@ jigziu-le 58in-ben,

five-CL new book he borrow-go-PER three-CL
‘Of the Nive new books, he checked out three.
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(55) Zhe dong fingzi, 1@men ging inzhuifing-hio chuinghu.
this CL  house they just install-ready window
'As for this house, they have just installed the windows.”

If we assume that topic structure is always base-generated in Chinese, then M4l in
(53) may not move into the topic position. Actually, the following examples show that
the focused element is moved to a position between the topic and the subject.
(56) Wi-ben xin shi, lidn yi-ben Zhingsiin dou bu kin.
five-CL new book even ane-CL Zhangsan FOC not see.
"Of the five new books, Zhangsan does not read even one of them.

(57}  Zhe dbng fingzi, lidn chudnghu iimen dou méiyou  anzhufing-hiio.
this CL  house even window  they  FOC not-PER install-ready
*As for this house, they even haven't installed the windows.'

If the assumplion that the topic is base generated in the initial position is correct,
then we should not expect the possibility that the base-generated opic may be positioned
in [Spec, FP]. This prediction is bome out in the following examples.*

{58)a. *Ta lidn wii-ben xin shd dou jidzdu-le siin-ben.
he even five-CL new book FOC borrow-go-PER three-CL
b. *Liiin wil-ben xin sh, 15 ddu  jitzdu-le siin-ben.

even five-CL  new hook he FOC bammow-go-PER three-CL
(59)u. *Lign zhé dfng fdngzi, timen dou méiyou Anzhulng-hio chudnghu.
eventhis CL.  house they FOC not-PER install-ready  window

b. *Tamen lidin zhé dong fdngzi dou méiyou Snzhuing-hio chuinghu.
they eventhis CL house FOC not-PER install-ready  window
In light of the above discussion, | will assume with Choe 1992 that in topic-
prominent languages, the topic is base-generated adjoined o TP, as is shown in (60).
(60)

e e
Spec T
TI+TOP] XP

1 1t has been pointed out to me (Carl Pollard personal communication) thar with the help of péng-tin-
bu-clio “not 1o speak”, the acceptability of (5%a) con be much improved (accepioble 0 some Chinese
speukers],

(i) Lidn zhe dbng fingei, 1denen diu  méiyou  Snrhuding-hdo chufingbu, geng-1d-bu-di nisi
even thix (_‘thuu!.: they FOC m-PER install-ready  window  not-to-speak  that

CL house LE
“They did not even install the windows in this house, not i mention the other house.

I suspect thas this is because, for some Chinese speakers, [fn_dde_.. géag-rdn-bu-cdio is a (contrastive)
comjunction, Thas (i) may have a very differenst structure from (59a). Note that with this comjunction,
even the ungrammatical semtences discussed in (33)-{38) may be much improved.
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In (60}, the topic is base-generated in D-Structure. [Spec, TP] is where the focused
element will be moving to if it has the [+TOP] feare that needs to be discharged. 1 will
use ‘topicalized focus® to refer to the phrase that occupies the [Spec, TP]. The structure in
(60) suggesis that topicalized focus moves to [Spec, TP] only because the moved phrase
has the [+TOP] feature that needs to get discharged. The movement is justified by the
Spec-Head Agreement principle. If this is true, we should not expect the opicalized focus
o go beyond [Spec, TP]. The following examples show that our prediction is correct.

(61} *Lidn yi-ben; [tp wii-ben xing shi, @ dou bu kin 4 ]

even one-CL five-CL new book he FOC not see

(62)  *Lidn chufinghu; [vpzhé dbng fangzi, timen dbu méivou dnzhuding-
even window this CL.  house they FOC not-PER install-
hio 1 ]
ready

The separution of base-generated topic and topicalized focus predicts that they have
different binding properties. The following examples show that this prediction 15 bome

oul.
(63)a. Tiwy; de mima, [1pls pZhingsin; bu rénshi ]).
he ; DE mother Zhangsan not know
‘His; mother. Zhangsan; does not know.'

b. [qplidn té,; de mima [, pZhingsin; dbu bu renshi ).
even he DE mother Zhangsan FOC not know
‘Zhangsan; does not know his;; mother.’

c. [yplagpdhingsan; bu rénshi tiy, de mama JJ.
Zhangsan not know he DE mother
“Zhangsan; does not know his; mother.’

(64)a. *Taziji;, [rplagmpZhingsin; bu xifingxin]].
himself Zhangsan not believe
b [qpLidn taziji; [, pZhdngsdn, ddu bu xidngxin ]].
even himself  Zhangsan FOC not believe
"Zhangsan; does not believe himself,,”

£ [rplagehingsin; bu xidngxin wziji; |].
Zhangsan not believe himself
“‘Zhangsan; does not believe himself;."

In the above examples, each of the (1) sentences™ hus a base-generated topic which
is separuated from the rest of the senience by o comma (representing an intenational
break). In (b) the initial phrase preceded by fidn is the wpicalized focus with (¢) as the
source sentence. In (55a) 8 de mima "his mother is base-generated ot the Topic
position. Assuming that Chinese does not allow backward binding, although 13 is free in
the NP td de midma , which is the poverning category, coindexing Zhdngsin with i is
disallowed since Zhingsdn is not in a c-commanding position over (& In (63c), 1 is free
in its govermning category, the NP td de mfma "his mother”, but is freely coindexed with
the subject oulside its category. When the NP is moved 1o [Spec, TP] through [Spec,
FP], thes coindexing is carried over and (63b) 15 grammatical. In (64a). the reflexive rdzigi

I | om assuming that the empty category in the object position of the {a) sentences is a pro. not a
e,
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‘himself* is base-generated outside the goveming category of the subject Zhangsan,
hence coindexing it with the subject violates Principle A. In (64c) the reflexive is base-
generated at the object position. And when the reflexive moves o [Spec, TP] through
[Spec, FFP), its trace is governed by the subject Zhangsan and Principle A requires it to be
coindexed with the subject.

For more evidence of the distinction between a bate-penerated topic and - a
topicalized focus phrase, the readers are encouraged 1o see Shyu 1994,

5. Focus Movement and Wh-Movement
5.1, Wh-Word and Wh-Movement

At the end of section 1, [ discussed examples with universal quantifiers in the focused
position, It is very ineresting to note that some of the universal quantifiers share the same
morphological forms as the wh-words. > Compare the following examples.
{65)a. Ta shénme pinggud déu chi.
he every apple FOC ent.
'He eats all (kinds of) apples.’
b. Ti chi shénme pinggud?
he eat what  apple
"What (kinds of) apples does he eat™
(66)a. Ta shénme dou méivou zud.
he everything FOC not-PER do
'He has not done anything.'
b. Th méiyou zud shénme?
he not-PER do what
‘What has he not done™

' Other words that show the same phenomenon includes shiii “who” or ‘everyone’, zifame “why™ or “lor
every reason’, stub (iypically in some Nomhern Ching disleos) "what® or everything®, diskshde "how
miuch” or “any amount’, eic.

(i) a. Tashé dou ba pa.
e eweryone FOC not afraid
"He i mid afraid of anyone’
b. Tibu ph sh&?
he mot afraid whao
“Who is he not afmid of ¥
{ii}a. Tashd dw shud
he what FOC say
"He says everything.'
b.  To shud shh?
he say what
“What does he say™
(iiije.  Ta dubshdio dfu néng ndziu
he any-amount FOC con take-away
"He can carry any amuount.’
b. T méng niztu dulshin?
he can  ake-away bow-much
“How much can he cary™
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In the above examples, the (a) sentences show the quantificational use of shénme while
the (b} sentences sﬂow that shénme is used as a \Eh-wurd. It is very interesting to note
that the homophonous form is disambiguated when it appears in different syntactic
positions: if shénme in the formal focus position, it has an interpretation of a
umversal quantifier only. This phenomenon can be readily explained under the analysis 1
have proposed so far. Recall EI.’.I.I in Section 2 | showed that in Chinese formal focus
structures the Focus Criterion must be satisfied at 5-Structure. Suppose shénme is a
potential [+FOC] or [+WH] feature carrier in the lexicon. What feature it carmes in a
sentence is then determined by the contexts it occurs in. If FP is present in a sentence, it
15 possible that F will lioense the [4F0C] festure on shémme. Then the Focus Criterion
m'rl force shénme to move to [Spec, FP]. Thus we interpret shénme only as a universal
guantifier. If, on the other hand, shénme does not appear in a formal focus structure, or
it-appears in a formal focus structure but is not licensed with [+FOC], then it must carry
[+WH] feature, In this case, we should not expect it to move (o [Spec, FP). Since Chinese
1% classified as a wh-in-situ langoage, where the WH-Criterion can be satisfied s LF (see
Huang 1982, Rizzi 1991, and Lasnik and Saito 1992 for discussion), we will not see
any overt wh-movement. Thus we get the interpretation of wh-questions in (b) sentences
simply because shénme moves at LF and the WH-Criterion is satisfied there

Following Huang 1982, Aoun 1986, Lasnik and Saio 1992, 1 assume that the
landing site for a wh-phrase is [Spec, CP]. CP is an optional verbal projection over
AgrP.

5.2, In-Situ Focus and Wh-Movement

In the above section, I have discussed Chinese formal focus movement and wh-
movement. The difference between the two is manyfold. In a formal focus structure, the
movement takes place at S-Structure, while a wh {Lru.r.: moves only at LF. The focused
element moves to [Spec, FP], which is to the right of the subject, while the landing site
for a wh-phrase is [Spec, CF], which is to the left of the subject. However, when we
compare wh-movement with in-situ focus structures, we find that there are more
similarities than differences. First of all, both wh-phrase and in-situ focus involve
movement al LF. I have argued that in the in-silw focus structure, the [+FOC] feature is
weak, thus focus movement can be delayed umil LF withowt causing the structure to
crash st PF. It can also be assumed that in Chinese the [+WH] feature is also weak
{compared with that of English, for instance).

Second, both wh-guestions and in-situ focus structures have something 10 do with
new information: a wh-question seeks for new information, but an in-situ focus structure
provides new information. Formal focus structures, on the other hand, do not convey
new information. This is shown clearly in Section | where 1 discuss the possibility that
only in-situ focus structures can be used as answers to wh-questions, not formal focus
structures, Besides, as in in-situ foci, wh-phrases ofien receive sentential stress. Thus
{65b) and (66b) are often used with shénme having primary sentential stress and the
meaning remains the same. These facts may greatly affect our considerations for the

4 The natural question 10 ask af this point seems 10 be what happens if shénme carries both [+F0C]
and [#WH]. The Chinese data ssem to suggest that this never happens. One possible explanation for this
may be that [+#WH)] is & lexical feavare thor shémme carries in the lexicon. [+FOC), on the hand, is a
symtactic feature that is ossigeed by the head F. We may assume that when shénme is assigned [+F0OC)
Feature, its [+WH] will be overnidden. Onberwise, the [+WH] prevails.
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lunding site of the focused element in an in-situ focus structure. That is, when an in-situ-
focused element moves st LF, should it move o [Spec, CP] or [Spec, FP]?

Before answering the question, bet's first consider some other facts about in-situ
focus. We have seen that in-situ focus and formal focus can cooccur in the same
sentence. This is shown in (6) and the following.

(6)  MAEli lidn pinggud dBu bu chi.

Mary even apple  FOC nod eat
It is Mary who does not even eat apple.”

67y Lidn Zhingsdn ddu bu rénshi Ml
even Zhangsan  FOC not know Mary
‘Even Zhangsan does not know Mary,”

Suppose thut we tuke in-situ focus movement to be the LF counterpart of the 5-
Structure formal focus movement. That is. in (59) MG will also move 1o [Spec, FP] o
LF. Then we are forced to wonder how the same head F can contain both strong and
weak [+FOC] feature at the same time. Secondly, we have shown that a formally focused
element may move to [Spec, TP] if it also camies the [+TOP] feature. Generally, only
elements that appear in the topic position are said to convey old information (or
background information) (Choe 1992, I-Iu:mg 1989, and Her 1991). If an in-situ-focused
element behaves like a formally focused element, we may expect it to be able to move o
[Spec, TP] when it also carries the [+TOP] feature, Then it is very hard to explain how an
in-situ-focused element which generally conveys new information can also convey old
information at the same time. These difficulties can be avoided if we do not assume that
the landing site for in-situ focused element is [Spec, FP]. Especially, when we consider
the similar behavior discussed earlier between wh-questions and in-situ focus structures,
it i= advisable that in-sitw focus movement be treated on a par with wh-movement. Thus 1
will assume that an in-situ-focuzed elemem will move 1o [Spec, CP] at LF2,

6. Conclusion

In this paper, I have shown that the Chinese formal focus displays convincing evidence
for the Focus Criterion. | have argued that in Chinese formul focus structures the Focus
Criterion must be satisfied at S-Structure. As for the cuses of in-situ focus discussed al
the beginning of this paper, one explanation is o assume the Dynamic Agreement
Prnciple as discussed mn Rizei 1991: since there is no overt category F, hence a strong
[+FOC] feature, to tigeer focus movement, the focus element will move only at LF,
where the head will be endowed with the [+FOC] feature by the focused element. Thus
the Focus Crterton 15 satisfied there. The difference between in-situ foct and formal foct
is thus attributed to the presence or absence of the overt category F at S-Struture.

Thus, after a detailed investigation, we have come 1o the conclusion that a Chinese
sentence should have the projection sequence TP-{CPj -AgrP-(FP)-IP-(NegP)-VP. As a
topic prominent language, the bose-generated topic phrase is adjoined w TP. A
topicalized phrase moves to [Spec, TF] o check o Ih: [#TOF] feature. [Spec, CP] is
where a wh-phrase or an in-situ-focus phrase will move to at LF. The difference between
TP and CF 15 that TP is related to so-called background information while CP contains
new or foreground information. This sequence also satisfies the general word order

=} This may lead to the collapsing of wh-movemens and in-site-focus movement in Chinese: hoth

invidlve a weak featare and thus LF movement; both have something o do with new informagion: wh-
words seek new information while non-wh-waords provide new information,
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n:?‘mmm:nt in Chinese that background information usually precedes the foreground
ormation. The subject stays in [Spec, AgrP] where it can get the nominative Case from
the head Agr. The first landing site for the formal focus phrase is [Spec, FP]. This can be
illustrated through the following example.

(68) [rpMNeici jihui, [yplidn MEL; [agpi [gp 6 dou [pméuléjuu [rvegr 8
that CL reunion even Mary you
[verénchilai & 11111011
recognize
*As for the reunion, you did not even recognize Mary.”

The Chinese data presented in this paper and the analysis we have proposed also
have a number of consequences for the current studies of the Focus Criterion. For
instance, in the analysis of Modem Greek focus structures, Tsimpli 1992 argues for
relaxing Clause A of the Focus Criterion. She claims that the primary function of Clause
A s o modivate movement of the focus phrase 1o [Spec, FP] and in most cases, this
movement is mativated independently for scope reasons, examples including English in-
situ focus and wh-movement (see Chomsky 1986a and Culicover 1993 for discussion) as
well as Modem Greek focus structures. Although this proposal may also seem o work
with Chinese in-situ focus structures and wh-guestions, other data presented in the paper
seem o suggest otherwise. In Chinese formal focus structures, a FIE iocus phrase does not
move to sentence-initial position to get wider scope. Instead, it only moves to a preverbal
position. Thus we must assume that Clause A is needed (at least for Chinese type formal
focus structures).

Second, in a discussion of Hungarian focus structure, Horvath 1991 suggests that
the Focus Crterion may be r:phmﬁhy [+FOC] assignment, all:mg the lines of Case
assignment. The Chinese data seem to show that [+F0C] feature is different from Case in
at least two aspects. First, a single noun phrase may [+ROC] feature and (lﬂr
instance, a nominative) Case. If [+FOC] h:ham like g:sc then we may have lo revise
the Case Theory to allow a single noun phrase to receive two Cases at the same time.
This does not seem to be o theoretically sound proposal. Second, a Case position is
regarded as the destination for NP movement. Once an NP gets Case, there is no reason
for it to move again simply to get another Case.*® This, however, is not true for Chinese
focus phrases. We have seen instances where an object NP can move 1o [Spec, FP)
although the object position is regarded as a typical Case position.

For languages like English, [Spec, CP] seems to host both wh-phrases and focus
phrases (see Culk:mrcr I';l'ﬂ‘f} Thus it is possible o collapse the Wh-Criterion with the
Focus Criterion. However, Chinese formal focus structures seem to suggest that [+FOC]
and [+WH] features need o be kept distinct if the two features do not have the same
functional strength.
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Employing a Multimodal Logic in an
Approach to German Pronoun Fronting

Karin Golde™

0. Introduction

As frameworks for accounting for natural language phenomena, the traditional categorial
type logics have proved inadequate, due in one sense to the global availability of their
structural rules. gtcaﬂsc of this, relaxing structural sensitivity in order Lo account for
specific phenomena involving non-adjacent composition entails relaxation of the entire
system, which leads to overgeneration. To allow restricted access to non-adjacent modes
of eomposition, Moortgat and Oehele {1994) develop a multimodal logic of categorial type
inference. In this paper, I propose an analysis of German pronoun fronting, and discuss
how this and ather German word order phenomena may be accounted for in Moortgat and
Oehrle's thearetical framework

1. Moortgat and Ochrle’s Multimodal Logic
1.1 Categorial Tvpe Logics

The multimodal logic presented in Moortgat and Oehrle is based on type logics such as the
Lambek Calculus (Lambek 1958, 1988). In these, the categorial reduction system
assumed in classical categorial grammar is reinterpreted as a calculus analogous to the
implicational fragment of propositional logic. As such, it consists of three components: a
set of Lypes, & mode] theoretic interpretation for those types, and a set of inference rules.
The set of types is freely generated from a product connective ‘o and its left and right
residuals '/ and V', together with a set of primitive categories (such as s, np, ppl. An
intransitive verb, for example. will have the type ‘nps'; a category which needs an NP on
its beft to form a sentence.

* Many thanks to David Dowty for his help on this projecr, and 1o Mike Calcagno for his comments,
Thanks alse 1o Stefanie Jannedy and Andreas Kathol for their judgments on the Gennan data, Al errors. of
COUISG, &re mine.
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The function v is the mode] theoretic interpretation, mapping logical types into
linguistic expressions:

4]
WAsB) = [xvl3r e v(A) & Ty e WB)]
WCB) = [x1¥yye wB) = xye v(C))}
vAWC) = [y1¥x(ze vA) = xye wC))]

Thus, for example, a category C/B is mapped onto a set of expressions r such that given
an expression v of type B on its right, the resulting expression xy is of type C.

Given this interpretation of the set of types, the following residuation relation muss
hold among the type constructors:

2
A—=CB iff AsB—=C iff B—= AC

The inference rules for the type constructors are presented here in Gentzen sequent
notation.! A, B, and C, are single occurrences of a type, while T and A are terms
representing a configuration of types. The notation A[A] stands for a configuration of
types A containing an occurrence of A. The sequents themselves are of the form ' = X,

ere I is a nonempty configuration of succedent types, and X is a single occurence of a
succedent type.

(3
Al
A=A
IMBE=A =B AA]=C
R)———— —_—n
r=AB AJA/B, TN=C
B.r=sA =B AA]=C
B)— —[N
= BA AlBPA. M=C
MAa,Bl=C Nr=A A=B
T e—_— —_ —— |k
MA=B]=C FA=A-B

Each type constructor has a rule of introduction (a ‘right’ rule), and a rule of
elimination (a “left’ rale). For example, the rale [LS] allows us to eliminate an occurrence
of the / connective in A/B if there is a configuration of types I' immediately to its right such
that I can be proven to be an occurrence of B. The corresponding rule [RY] introduces an
instance of the f onto the succedent type. A sequent can be proven o be valid in the type

15ee Moomgat (1988:27-39) for a more detailed discussion of Gentzen-sequent derivations.
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logic by using the rules of introduction and elimination to reduce all of the branches of the
proof tree to occurrences of the Axiom case, also given in (3).

Thus a derivation of the sentence Jokn loves Mary, (or rather, the configuration of
types which has this sentence as its interpretation), will involve two applications of the
[LS] rule to prove that the type 5 is in fact derivable from the types assigned to the
expressions John, loves, and Mary:

(4)
[Ax] [Ax]
[Ax] i=s np.= op [LY]
np=np  (op. ope) = s [L/]
(np, ({np\s¥np, np)) = s

In addition 1o the logical rules, the type logic may also include a set of structural
rules, which do not prove any new formulas that are distinct with respect to the basic type
logic, but rather allow us to characterize the linguistic forms comesponding to these
formulas in a flexible and detailed way, The associative, non-commutative Lambek
calculus L, for example, will have the following structural rule for Associativily as one of
its properties:

(5)
(AL, (Az, As))] =+ A

[Assc]
T4, Ag), 43)] = A

Because associativity renders the bracketing of a configuration of types irrelevant,
parentheses are traditionally omitied in Gentzen proofs such as (4) when they are done in
L. Alwematively, the structural rule in (5) could be explicitly appealed 1o in order 1o
rebracket the configuration in the antecedent where necessary for the logical rules 1o be
able to apply.

In the stronger Lambek-YVan Benthem system known as LP, there is an additional
structural rule for Permutation:

(6
MAas, Al = A
el
Man A2l = A

This rule ensures that if A is derivable from a particular sequence of types, it is also
derivable from any permutation of that sequence. MNote that the derivation in (4] s
possible in both L and LP, since no appeal to structural rules is necessary. However,
unlike L., it is possible in LI to derive the topicalized sentence Mary, John loves, becavse
Permutation is available to reorder the succedent types so that the logical rules can apply:2

2ﬁi.m::' LF = associative, the parentheses in this derivation are omined
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(7
[Ax] [Ax]
—[Ax] £=5& ____ _pp= npfl\]
np=enp  pp. ophs = 5 [1/]
op. inphs¥np. op = 5 [P
np. np, (nps¥np = s

Since structural rules like Permutation are global options, always available, LP 15
of course much too strong, and can derive many ungrammatical sentences as well. Clearly
what is needed is some way to have limited access to these structural rules, so that they
can be used only when needed for particular constrections. To this end, Moortgat and
Oehirle (1994) propose a multimodal type logic, in which it iz possible 1o combine various
modes of composition into the same system.

1.2 Multimodal type logic

The multimodal type logic proposed by Moortgat and Oehrle takes as its basis the
architecture of classical categorial type logics, but no longer includes just one set of type
constructors whose properties are interpreted with respect (o one set of structural rules.
Instead, all type constructors are subscripted with an index ie ], where I is the set of
resource management modes, which may have properties like associativity and
commutativity.? Thus for every mode i there exists a family of type constructors
1% i Yl

The type constructors are now interpreted with respect to multimodal {Kripke style)
ternary frames <W, B>, where the “worlds’ W are the linguistic expressions, and R is a
three-place accessibility relation over W. The function v now respects the structure of the
complex types, {(where ‘Bz’ is read as ‘combining expressions x and v in mode § yields
the expression z°).

(8)
WASB) = [z 3x3Rixyz & x € viA) & ve wB)]]
wC/B) [x | ¥y¥z[(Rayr & y e WB)) = z e W)}
WANG) = [¥ | VaVz[(Rizyz & x € v{A)) = z € WC)])

For example, CfB is mapped onto an expression x such that if © 15 combined with ¥ in
maode § to yield z, and y is an expression of type B, then z is an expression of type C.

Consequently, the residuation laws will also respect the resource management
modes:

HThe properties of the individual modes ane expressed via Kripke style frame conditions. For example, if ¢
15 a commutative mode, then it must satisfy the condition:

(al (Wxys e WiRayz = R yez
See Moonga & Ochirle (1994:3) for farther details.
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(9
ASCIB iff ABoC iff Bo AW

The inference rules will be similarly parameterized, as shown in (10). Because
concatenation is no longer the only way of combining two expressions, the notation (A,
BY, which is understood as the result of combining A and B in mode i, is now necessary
in order to specify the mode of combination.

(10)

B =A F=B AAI=C

Rl —— — ]
I'=A/B Al(A/B, )] = C
(B,I¥=sA F=B AA]l=C

[RYy] ——— —[Ly]
r=B\A AT, BA)] = C
Iia, BY] = C F'=a A=H

[Lej] ——— —[Ry}]
MA=Bl=C (T, &) = A =B

For example, the [L/;] rule can be used to prove that a type AB combined with B in mode
i derives A, whereas it can not prove that ASB combined with B in mode § derives A,

Crucially, the structural rules are no longer a global option, but are now made-
specific. For example, Permutation is restricted to those types composed in a commutative
maode, represented by ¢, and rebracketing 15 restricted to associative modes, (o)

(g
T{Ag, &)] = A
——i[F]
T4, A2F] = A
(12)

T{A, (A2, A3)7)7] = A
[Assc]

Fl{{Ag, 82)%, A3)f] = A

In addition to the Gentzen-sequent presentation, it is also possible to express the
multimodal type logic using an axiomatic presentation.® Since in some ways, this
presentation is clearer than the Gentzen-sequent, I introduce it here in order to eventually
use it to illustrate partial derivations. Corresponding to the structural rules in (11) and (12)
there are structural axioms for commutativity and associativity:

e Muoorigal and Oehrle (1994:3-4) for dascussson.
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(13)
(14)

Ao B « Be A
(A B) e, C & Acz(B2;C)

Since each derivation may involve multiple modes of combination, it is also
necessary to have rules or axioms (o relate different modes 1o one another. These will take
the form of Inclusion and Interaction Rules/Axioms. The Inclusion Rules/Axioms relate
two modes in terms of how informative they are with respect to the structure of the
linguistic expressions.

One such Inclusion Rule will be for non-commutative (n) and commutative (c)
products.  Since n is more informative than o (it places an additional restriction on the
structure of the expressions), it will hold that whenever two expressions are combined in a
nen-commutative mode, they may also be combined in a commutative mode (o vield the
same result.? Therefore in order for the logic 1o be complete, the Inclusion Rule in (15)
and comesponding Inclusion Axiom in (16) are necessary:

(15)
(A, Az)] = A

TlAL Az = A

(16)
AenB = AecB

The Interaction Rules/Axioms regulate communication between two modes found in
a single configuration. As an example, consider Moorigat & Oehrle’s Interaction
Rule/Axiom of Mixed Associativity, where i represents some adjacent mode of
communication, and j some non-adjacent mode.$
(17
Cl(41, (A2, Ay = A
R2

TI((A), Az). As)] == A

(18
Ax2: (A%B)%C = A%5(B5C)

SFarmally, this property is expressed by the following frame condition (Meorgat & Ochrle 1994:3):
0] (Yxyze Wik = Ry

G452 and R2 comespond to the following frame condition:
0} (Vaymuv € Wi[(Raovz & Ran) = InRut & R

See Moorigat & Oehrle 1994:7-% for a more detailed explanation of the “adjacency parameter.”
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These can then be used to constrain specific cases by replacing ¢ and § with the
appropriate (ype constructors, these axioms serve to constrain specific cases. Maore
concrete examples of Interaction Axioms will be given later.

1.3 Prosodic sort labelling

To further increase the expressive power of the type logic, Moortgat and Oehrle introduce
a sor labelled type system, where every (subjtype has a subscript indicating its prosodic
sort.” Thus there may be a distinction for example between an expression A of a “lexical’
sort, written Ay, and an expression A of a "phrasal’ sort, written Aph.

The sorts are structured on an inheritance hierarchy, so that & more general son
subsumes a more specific sort; hence the phrasal sort subsumes the lexical sort. This
meins that it is possible to infer that any type of sort word 15 also of son phrase, using the
axiom in (207 which is based on the logical axiom schema in (19):

(19}
Ay — Ap ifbca

(20
Ay = Aphn phow

The sorts are also useful for distinguishing composition at different levels, such as
affixation at the word level from concatenation in the syntax 3

1.4 Moortgat & Oehrle’s analysis of Dutch verb-raising and cross-serial

depen ies

As an illustration of how their system may be applicd to linguistic phenomena, Moartgal
and Oehtle present an analysis of Dutch verb-raising and cross-zerial dependency. While
they restrict themselves to an example using intransitive verbs, I provide a derivation with
transitive verbs to make it apparent how the analysis predicts the eross-serial dependency.”
Furthermore, since their treatment of verb raising involves “clustering” of the verbs, this
may later be compared to my analysis of Germin pronoun fronting which involves
pronoun clusters,

In Dutch, verbs may cluster at the end of an embedded clause, resulting in @ cross-
serial dependency between the verbs and their arguments.

{21
dat Jan Marie de kinderen hier zag laten drinken
that Jan Marie the children beer see ler  drink
‘that Jan sees Mane let the children drink beer’

To apply the multimodal type logic in an analysis of this phenomenon, Moorizal
and Oehrle introduce headedness as another parameter for the resource management
Thre Moartgat & Oshrle {1994:6) for details on funber adjustments mow required in the model theory and

roof theary.

‘See Moonigat & Oehele (1994:7) for an example chowing how the use of a labelled type system ollows
boith phrasal and bexical composition within a single derivation,
#The derivation of (21} was worked owl in David Dewty's Winler 1993 Categorial Grammar seminar,
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modes. The products o and °, combine two types such that the left or right subtype,
respectively, is the head. also introduce various wrapping modes, which allow for
non-adjacent composition.!” In particular, =y is 2 mode which combines two types such
that the left subtype is the head, which wraps, or *infixes’, into the right subtype.

They also introduce new prosodic soris. In their analysis, the verbs zag and laten
would be son | for ‘infixing verb’, because they are wrapped into their VP argument,
which they subcategorize for in the th mode of combination. The verb drinken would be
of sont ¥ for ‘verb® or ‘verb cluster.” The infixing verbs form a recursively built verb
cluster with the verb of sort v, 5o that the verb cluster in (21) wall look like:

(22)
(zag; = (laten; =; drinkeny )}, )

On the sort hierarchy, v is supralexical but subphrasal, (ph = v © w). The result 15
that it may contain multiple lexical verbs without also allowing composition at the phrasal
level to take place. This is necessary since full phrasal complements are excluded from the
verb clusters,

Thus the expressions will have the following category assignments {where vp
abbreviates ap\.s, and the prosodic sort is phrasal where it is not indicated):

(23)
Jan, bier, etc. np
drinken (AP vply
zag ((nphvplnvpl;
laten ((np\vPViRvED:

Finally, it will be necessary to have Inclusion and Interaction Rules/Axioms.!!
Here I will only give the axiomatic presentation. First note that the following Inclusion
Axiom is valid because it involves going from a more informative mode (simple lefi-
headed concatenation) to a less informative mode (one which allows permutation):

(24)
(A= B} = (A= B)

The job of the Inclusion Axiom here will be w allow a verb cluster, in which the
types are combined in the [ mode, to be reanalyzed as phrase-level configuration in which
the types are combined in the th mode. Therefore it is necessary (o constrain the Inclusion
Axiom in (24) to a more specific sort-decorated configuration. The left side of the axiom
is recognizable as the form of a verb cluster, with the right side reflecting the appropriate
changes in sort and mode of composition:

(25)
Al: (A= By)v = (Ai*mBulpn

This change will allow the configuration to be available so that the relevant
Interaction Axiom, A5, may apply. The effect of AS is simply 1o allow the wrapped in
‘infixing’ verb to te up a right-headed string, while preserving any sort information
that is present on the sublypes:

1050 Moartgal & Oshrle (1994:9-11) for discussion of their complete set of head wrapping products.
15ee Moartgat & Oehrle (1994 10) for more delails an the communication between the dependency sysiem
{i.z. concatenative modes), and the head wrapping sysiem.
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(26)
AZ Ao (BepC) = Bep(AeC)

Mow a (partial) denivation of (21) can be given in the axiomatic presentation (where
again the sort of the types is ph if not otherwise specified):

217)

dat =y (Jan =, (Maric = (de kinderen =, (bier ¢ (zag; = (laten; % drinken. Jy )y 11))
4 Al (rwice)
dat = {.Tin o, (Marie = (de kinderen =, (bier =, (zag; =, (laten; =y drinkeny )13
AS

dat 2 {iin o, {Marie =, (de kinderen °, (zag; = (bier ®, (laten; =, drinkeny))1)1)
A5

dat = Uf. = (Marie = (zag; =m(de kinderen =, (bier =, (laten; =y, drinkeny,))1)})
AS

dat = (Jan =, (Marie =, (zag; “w(de kinderen =, (laten; *p(bies =, drinken,)}})))
sig np np  ((np\evpNmvpli np ((nphveNmved np  (nphvply

Throughout this paper, for the sake of clanty, the denvations will include the lexical
expressions rather than their types up until the last line; the axioms should sull be
understood as operating on types. The first line is the hypothesized string which is to be
proven to be a sentence.

The Inclusion Axiom Al applies to it twice 1o "undo’ cach part of the recursively
built verb cluster. At this point the Interaction Axiom A3 may apply to move first the
infixing verb zag, and then laten, up the right-headed string. In the last line, it can be
verified that the types are in the proper configuration for the logical connectives to be
eliminated; this last part of the derivation is not given,

2. German Data
2.1 General Assumptions

The data discussed here will be restncted 1o embedded clauses which exhibit the 50V
order considered basic for German. The assumption here, common in studies of German
syntax, is that the best strategy for analyzing certain phenomena is to begin with verb-final
clauses because they represent the muﬂ_F:m:raE case. Later the analysis may be extended
to verb-second and verb-initial clanses !

Furthermore, only data with constituents in their “"unmarked” order will he

discussed. Here the term "unmarked” is wsed as defined by Lenerz (1977), that is,
roughly, the word order which is considered to be grammatical given any context.

123%hat this means for the present annkysis is that propcuns will be rented as clustering with an initial

complementizer in an embedded clause with 50V word order. However, if the analysis were exiended i
verh-second or verb-initial clauses, the promouns would then be considered 1o clusier with the preceding

finite verh. Further discussion appears in §2.5.
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2.2 Pronoun Fronting

It has often been noted that in German, unstressed pronouns appear together at the left in
an embedded clause, and that unlike full NPs, they always remain in a fixed order with
respect 10 one another, namely nome-ace>dat (e.g. Lenerz 1977, Uszkoreit 1967). Lenerz
also observes that if the subject is a full NP, it has the option of appearing 1o the left of the
pronouns, and that this order is equally unmarked. Thus given an embedded clause with
a transitive verb, the following judgments hold:

(277 daB der Doktor den Mann sieht
thar the doctor-NOM  the man-ACC  sees

(28) daB er den Mann sieht
thatr he-NOM the man-ACC sees

(2%)  *daB den Mann er sieht
that the man-ACC he-NOM sees

(300 daB der Doktor ihn sieht
that the doctor-NOM  him-ACC sees

(31} daB ihn der Doktor sieht
thar him-ACC the doctor-NOM sees

(32)  daB er ihn sieht
that he-NOM him-ACC sees

(33) *daB ihn er sieht
that him-ACC he-NOM sees

2.3 Unmarked order of NPs

There is some debate as to the unmarked order for accusative and dative arguments when
they are full NPs. One view is that either order is unmarked, whereas the other is that
only the dat>acc order is possible without special context. Lenerz discusses the two
possibilities, and comes down in favor of the latter by applying his tests for markedness to
sentences with the verb geben, “to give'. The issue does not seem (o be settled, (cf,
Gadler 1982), but here it will be assumed that Lenerz is correct, and that the unmarked
arder for full NPs is nom>dat=acc.

This together with the facts about pronoun fronting discussed above means that
given an embedded clause with a ditransitive verb, only the following orders are
grammatical (and unmarked):

(34) daB der Doktor dem Mann das Buch gibt
that the doctor-NOM  the man-DAT the book-ACC gives

(35) daB er dem Mann das Buch ikt
that he-NOM the man-DAT  the book-ACC gives

(36) a. daB der Doktor ihm das Buch gibt
that the doctor-NOM him-DAT the book-ACC gives
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b. daB ihm der Doktor daz Buch gibt
that him-DAT the doctor-NOM the book-ACC gives

(37)a. daB der Doktor e5 dem Mann  gibt
that the doctor-NOM ii-ACC the man-DAT gives
b. daB es der Doktor dem Mann gibt
that i-ACC  the doctor-NOM the man-DAT  gives

(38) daB er ihm das Buch gibt
that he-NOM him-DAT the book-ACC gives

(39) daB er 13 dem Mann  gibt
that he-NOM ir-ACC the man-DAT gives

(40) a. daB der Doktor €5 ihm gibt
that the doctor-NOM  i-ACC  him-DAT gives

b, daf es ihm der Doktor gibe
that i-ACC him-DAT the doctor-NOM gives

(41} daB er =3 thm gibt
that he-NOM i-ACC him-DAT gives

Personal pronouns, as noted, indisputably appear in the order nomz>ace>dat. This
discrepancy has generally been treated as an idiosyncratic fact, and apparently no plausible
explanation has been put forth.!? Therefore I will similarly not attempt an explanation, but
rather will later account for the difference in §3.3 by having ditransitive verbs wrap an
accusative full NP in over the dative argument.

2.4 Adverbials

The ordering of adverbials with respect 10 arguments of the verb is governed by many
factors, including of course the type of adverbial iself (Uszkoreit 1987). Therefore the
dizscussion here is limited (o the sentential adverb rrotzdem, ‘nonetheless’, which is able 1o
appear in any position among full NP argements:

(42) a. daBtrotzdem  der Doktor dem Mann das Buch gibt
thar nonetheless the doctor the man  the book gives
b. daB der Doktor trotzdem dem Mann das Buch gibd
¢. dabB der Doktor dem Mann trotzdem das Buch gibt
d. daB der Doktor dem Mann das Buch trotzdem gibt

However, the adverb may not appear among the pronouns and the element o their
left {which will be either the complementizer or an NP subject): 4

13 Nujersch (1978) does in fact stemp a principed explanation by claiming that an accusstive pronoun (b
nal an sccusative NPF) moves 10 a apecial “W (for “Wackernagel ') node berween the nominative and dative
argument positions, whene it may clibcize onto the preceding elenment and become phonologically reduced.
This account has a number of problems 1 will not discuss here; see also MckKay (1985) fior discussson.
HGrewrhdcn'l’and Seermefeld (1990) also note that scrambling of full NPs cannot result in an NP appeaning
1o the keft of & pr inal subject. P iy this could be extended o the generalization that scramhling
camnot result in an NP appearing anywhere among pronouns and their host
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(43) a daB rotzdem  der Doktor es ihm gibe
that nonetheless the doctor it him gives
b. *dafi der Doktor trotzdem es ihm gibt
c. *dafi der Doktor es trotzdem ihm gibt
d. dafi der Doktor es ihm trotzdem gibt

(44) a *daf trotzdem  er dem Mann das Buch git
that nonetheless ke the man  the book gives
b. daB er trotzdem dem Mann das Buch gibt

2.5 Pronoun fronting as “clustering”

Given these data, German pronouns can be seen to share several properties generally
attributed to clitics, (observed, e.g. in Zwicky 1977). To begin with, they are
phonologically light, being monosyllabic and unstressed. Secondly, pronouns appear in a
rigidly fixed position within the clause, always after the complementizer or NP subject in
these cases. Their order with respect o one another is also fixed as nom>acc>dat, and is
different from the canonical order of full NPs. Finally, no other elements may intervene
between two pronouns, or between a pronoun and the element immediately to s lefi.

German pronouns are not traditionally considered to be clitics, as they generally do
not exhibit phonological reduction.!¥ However, the fact that they have these properties
suggests that it is not unreasonable to analyze them as such.!%(David Dowty, Arnold
Zwicky, pc.) In order to account for the fixed order of the pronouns and the
unacceptability of intervening elements, I will be treating these configurations invelving
pronoun fronting as recursively built up “clitic” clusters, with the complementizer or NP
subject acting as the original host.

While complementizers and NPs are unusual hosts for clitics, it should be kept in
mind that the treatment here of pronouns in verb final clauses is only a preliminary step,
The analysis given here should eventually extend to verb initial and verb second clauses as
well. In such clause types, the pronouns are for the most part found clustering around the
finite verb. The approach being developed here will therefore involve pronouns attaching
1o the finite verb, a much more familiar type of host. It is only becauze of the assumption
that verb final clauses are more basic than verb initial and verb second clauses that
complementizers, rather than finite verbs, are behaving as hosts. Presumably the two play

parallel syntactic roles in their respective clauses.

|5An exceplion is the accusative neuter pronoun 5, which is treated by Thiersch { 1978) as a clhitic because
it may in fact be phonologically reduced.

167 wicky (1977:6) cites Hale's {1973:339-44) discussion of the Australian language Warramunga. Hale
ohserves that Warrnmunga seems 1o be in an intermediate stage in the developmeni of its pronouns from
independent words wo clitics, while the neighboring language Walpin has already Fully developed is
pronouns as clitics, The description of Wamamunga prorouns is strikingly similar to German pronouns
*_..in Warramunga the clitic pronouns are merely unsiressed variants of independem pronouns, bur have
maved into ‘second position,” after the first (nonpronominal) constituent of the sentence ™
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3. An account of German pronoun fronting
3.1 Pronoun clusters (with the complementizer as host)

To show how these generalizations about German word order can be analyzed in a
multimodal framework, I will begin by discussing pronoun clusters with a complementizer
host, as found in examples (31) and (32), repeated here:

{31) [daB ihn] der Doktor sicht
thar  him{acc) the doctoer(nom) sees

(32) [[daB er] ihn] sieht
thar  he{nom) him{acc) sees

Complementizers will be of sort h, for *host”, as will the pronoun clusters which
are built up recursively from the original host. The pronouns themselves will be of sont p,
while full NPs are of sort ph. This enables verbs to have a type such that they combine
with full NPs with right-headed concatenation, but with pronouns in a new rp (‘right-
headed pronominal’) mode, henceforth abbreviated p. This will ultimately result in
pronouns being linearized in pronoun clusters. Thus the type assignments will be:

(45)
daf ("B
er, ihn npp
der Doktor  npgh

sehen NP\p)(NPyps)  where: NPyzA = npprlcA w npplpa

In the type for sehern, the symbol " indicates a type which s the join of two other
types, |7 This type will therefore be the join of the following four types, exhausting the
possible combinations of pronominal and NP arguments:

(46)
NPph{NPphtes) NPp PR S
Npphtnppps) PRl PRl

On the sort hierarchy, h will be supralexical but subphrasal (i.e. ph C h C w), hike
Moaortgat and Oehrle’s v sort, so that an element of sort h may contain multiple lexical
items, without being a phrase prosodically. Howewer, it is crucial that sort p not he
subsumed by the sort ph. Otherwise, it would be a valid step in a derivation to make the
inference that pronouns are also sort ph, which would allow them to be combined with the
verb in the r mode rather than the p mode. This would then preclude their forming
pronoun clusters.

Given these sorts and type assignments, the following Inclusion Axiom will be
NeCessany:

(47
AlL: (A Bl = (Anp Blgi

17562 Moortgat & Cehrie {1994:20) for further discussion of join types.



Al will apply to a configuration unique to pronoun clusters, reanalyzing it as a phrase-
level type where the subtypes are combined in the p mode.

This will allow the new configuration to have access to the following Interaction
Axioms:
(48)
Ad: (A= B)5C — A=(BC)

(49)
AS: A%, (Bo,C) = Be{An,C)

Their effects are illustrated in the derivation for (31218

]

bk (daby, =; ihndy = (der Doktor = sieht)
Lai
(daBy, =, ihn) = (der Doktor =, sieht)
1 A4
daby, = (ihn =5 (der Doktor =, sieht))
Las
daly = (der Doktor °, (thn °; sicht))
(sl Tpph NPy PR IPpstys)

The first step in this derivation is to apply Al to reanalyze the pronoun clusier; A4
then rebrackets the string so that the pronoun is now combined with the string on its right
in the p mode. NMow A5 permuites the pronoun down through the right-headed siring.
After one application, the pronoun has reached the site at which the conditions for the
elimination of the logical connectives are meL.

The derivation of (32) shows how pronoun clusters are built up recursively:

(327
((daly =y ery @ ihn)y, = sicht
LAl
((daBy, =y er)y, °p thn) oy sieht
Lal
({daly, =5 er) =, ihn) = siehi
1ag
(daBy, =5 er) o (ihn =, sieht)
Las
daliy, ®p (er =p (ihn *p sieht)}
(sfshh mpp NPy APRiRiNPRieS)

Here Al applies twice, first to 'undo’ the outer cluster in which iha takes daff er as its
host, then the inner cluster in which #r takes daff as itz host, Since the types are already in
the proper linear order, A4 applies twice to simply rebracket the string.
18 Where the sarts are beft unmarked in these derivations, the sor of the pronouns s undersiood as p, and
elsewhene, ph.
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Given these axioms, it is mandatory for the pronouns to start out as part of a cluster
in the lincarized string. The only possible mode of combination in a linearized siring is
concatenation, 50 that in order for the pronouns 1o be combined in the p mode required by
the verb's type, Al must be able 1o tpf:ly. But Al is restricted 1o the configuration of a
pronoun cluster, so it will be impossible to derive (32) by starting, for example, with the
linearized string in {327):

(327)
*dally = (er =, (ihn =, sicht))

Similarly, the ungrammatical example (29) may not be derived, where (297) is
given below as a possible starting point for an attempt at & denvation:

(29)  *daf den Mann er sieht
(297 *daby, = (den Mann = (er =, sieht})

Finally, this analysis also predicts that pronouns must remain in the same order
with respect to each other. Therefore it will not Ee possible (o derive (33):

(33)  *daB ihn er sicht

(337 ((daBy, = ibn)y = erly °f sicht
LAl
((daBy, =;ihn)y =p er) = sieht
LAl
((daBy, =5 ihn) 25 er) % sieht
a4
(day, =p ikn) o (et °p sieht)
la4
daB, =y (ihn =p (er =5 sieht))
17

While all the same steps may occur as they did in the derivation of (32), there now
needs (o be a way to permute the object thr over the subject er. However, AJ is the only
Interaction Axiom allowing permutation of a pronoun, and it requires that the mode of
combination on the right be right-headed concatenation, while in this configuration that
mode is p. Thus pronouns may never permute over ong another, and will remain in their
fixed order.

Mote also that A5 will prevent a pronoun from starting in a higher clause and
permuting down into the embedded clause, because such a move would require
permutation over lefi-headed concatenation, the mode in which the complementizer
combines with the sentence.

3.2 Pronoun clusters (with the NP subject as host)

As was noted in §2.1, a full NP subject is the only element that can appear between
pronouns and the complementizer in an embedded clanse:
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(30 daB der Doktor ihn sicht

In such cases, it appears that the NP subject is behaving as the host for a pronoun cluster.
Thus it can be assumed that like complementizers, all nominative NPs are sort h as well, 'Y
and der Doktor ikn will be a pronoun cluster.

Mote that subject NPs are subcategorized for by the verb with right-headed
concatenation. Therefore the pronoun cluster in (30), (consisting of the subject NP and
the ohject pronoun), will be combined with the string on its right with right-headed
concatenation. A4 will not apply to this configuration, since is designed to rebrackel a
string in which the pronoun cluster has a complementizer host, and is thus combined with
the string on its right with lefi-headed concatenation. Instead, a new axiom, Ad4™ will
allow this step:

(50) A4 (Ao, B)o,C = Ac.(Be,C)

The derivation for (30) shows how Al still applies to introduce the p mode, so that
A4° may rebracket the string:

(307)  daby = ((der Dokiory, = ihn)y, =, sieht)

1Al

daly, o ((der Doktor, op ihn) =, sieht)

1 ax

daby, = {der Doktory, = (ihn =, sicht])

1L

%“!@Lﬁl&ﬂ[’rimﬂ"pﬂ!ﬁm

(5780 NPph Npp  DPphplNPphtys)

There is still one final step necessary after Ad4”, The verb subcategorizes for a subject NP
of sort ph, but der Dokior is sort h. Since ph subsumes h on the son hierarchy, an axiom
exists following the logical axiom schema given in (19):

(51} Ap— Agn

This allows the inference in the last step of (47) to be made, after which the logical
connectives may be eliminated.

3.3 Wrapping account of nom>dat=acc order of NPs

Examples (34) and (41), repeated here, show the differing unmarked orders for
pronominal and NP arguments:

(34) daB der Dokior dem Mann  das Buch gibt
that the doctor-NOM the man-DAT rhe book-ACC gives

(41) daB er es ihm gibt
thar he-NOM i-ACC him-DAT gives

1¥This point will be elaborated wpon further i §4.2.
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By giving a ditransitive verb a type that subcategorizes for the accusative argument in a
right-headed *wrap' mode, rw, only when it is a full NP, it is possible to correctly predict
this difference. (The new wrap mode, rw, will henceforth be abbreviated w.) Since the
Inclusion Axiom which introduces the wrap mode may only apply to a configuration with
a verb, verbs will be made identifiable by their sort, v,

The type for a ditransitive verb like geben “to give' will accordingly be:

(52)
geben: (NPypNPyp wi(NPyp8)) )y
where: NPYp w)A = npplpd W npphbed

This allows the following eight types:

(53)
(npph\inpprlsdnpphlysilly  (nppRhdnppie(npgiss)ly
(PP PRl (NBp\ PRl PppS )
(oppIPp PR Sy (1B (nBpPpREN))y
(npp'olnpphinPanles))ly  (NPp\e(nPplpinpplps)ily

A new Inclusion Axiom is needed to allow right-headed concatenation to be
reanalyzed as wrap when the right subtype is a verb:

(54)
A2 (A=By) = (A= B

This makes a configuration available for the Interaction Axiom A6, which permutes
the accuszative argument up a right-headed string:

(55)
A6 Acg(Bo,C) = B, (ARC)

Here "R’ is used as an abbreviation for any right-headed mode of combination, (namely, r,
(rlp, and (r)w).
The derivation of (35) shows how these axioms apply:
(357)
(dafly, =1 er)p = (dem Mann @, (das Buch =, gibt,))
a2
(daby, = er)y *j (dem Mann ¢, (das Buch =, gibty))
1 as
(dably, =; er)y = (das Buch 2y, (dem Mann =, gibt,})
1a
(daBy, =p er) = (das Buch =, (dem Mann = gibt,))
1 a4
daly = (ex °p (das Buch = (dem Mann ° gibt, 1))
(si8)h npp  APph fiPph (npph AP phb (PRS0
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Given the formulation of A2, the wrap mode could be introduced next to transitive
or intransitive verbs as well, Applying A2 in these situations, however, would not lead 1o
a complete derivation, as it is only a ditransitive verb that subcategorizes for its accusative
argument in this mode,

It is crucial that A6 allow permutation over any right-headed mode, 1o account for
cases where the dative argument is a pronoun. The derivation of (38) shows an
application of A6 where R is instantiated as the p mode:

(387

((daBy, = er)y °f thm)p, * (das Buch =, gibty)
Laz

((daBy =y erly =y thm)y = (das Buch =, gibty)
Lal

((daBy, =yer)y =p ihm) = (das Buch =, gibty)
Lal

{(daby “p Br) %p ihm] =; {das Buch »,, gibe,)

1 ad

ida.Bh aper) = (ihm = (das Buch =, gibiy))

Ad
daby, = (er = (ihm =, (das Buch =, gibt,)))
L A6

dafy =y {ef =p (das Buch * (ihm =p gibiy)))
(s/Bdy Dpp  Apph npp  (nppelnpprednpplesii

Again, notice that AS prevents the accusative NP from starting out in a higher
clause by not allowing permutation over a lefi-headed mode. Thus a wrapping account of
the word order differences between NPs and pronouns makes the correct predictions
without interfering with the clustering of the pronouns.

3.4 Adverbials

To account for the potentially free ordering of adverbials among argumenis, we can again
use the wrap mode. Adverbs will be of sort adv, with a type that allows them to combine
with an expression in the wrap mode. 5o the sentential adverb trorzdem (*nonetheless’)

will be assigned the calegory (8,58 )ady-

A new Inclusion Axiom A3 allows nght-headed concatenation 1o be reanalyzed as
wrap whenever the left subtype is an adverb:

(56
AL (Aadv *r B) — (Aagv *w B)

This will allow the resulting configuration to be available to the previously discussed
Interaction Axiom, A6, This time it is the adverb which A6 permutes up a right-headed
string until it gets to the top of the clause where it can take the embedded sentence as its
argument. Again, the adverb cannot move over a lefi-headed mode, so it is predicted 1o
always be linearized in the clause it modifies.



GERMAN PRONOUN FRONTING 65

The derivation of (57a) provides an illustration:

(37} a daB der Mann den Doktor trotzdem  sicht
that the man  the doctor nonetheless sees

T daBy, =; {der Mann = (den Doktor o, (trotzdemggy, °F sieht)))
ﬁ:": {der Mann =, (den Doktor o (trotzdemad, = sieht)})
ig:g, {der Mann °, (trotzdemad, % (den Dokior o sieht)))
m“r (totzdemady *w (der Maan °r (den Doktor =, sicht)))
(sfshh (8us)adv fipph NPgh NP\ NPphles)

The derivations of (57b) and (57¢) will look very similar

{57) b. dafi der Mann trotzdem den Doktor sicht
c. dafB trotzdem der Mann den Doktor sieht

Since A3 can introduce the wrap mode next (o an adverb regardless of the sorn of the night
hand subtype, an adverb may be linearized anywhere among the arguments in the clause it
modifies.

It will be impossible, however, to derive a linearized string in which the adverb is
in the middle of a pronoun cluster:

(38) * (daBy, = trotzdem)y, = er Jy =y ihn)y, = sieht
Al could apply to ‘undo’ the cluster containing frofzdem, but then trorzdem would be
combined in the p mode, which does not match with its lexical category. And as
previously discussed, pronouns must be linearized in a pronoun cluster.

The derivation of (59) provides an example of how various axioms are able to

work together:
(59) dab er dem Mann das Buch trotzdem gibt
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(597 (daBy, oy ex)y, °; (dem Mann ¢, (das Buch = (trotzdemagy =r gibty)))
(tiﬂL “p &1} % {dem Mann ©, {das Buch 7 (trotzdem,gy, o gibty)})
iaﬁ?“a {er °p (demn Mann =, (das Buch =, {trotzdemygy = gibty)))
iagf"g (er =g (dem Mann = (das Buch =, (irotzdemygy = gibr,)))
ja‘;:“f {er °; {dem Mann 2, {trotzdemay % (das Buch =, gibt, )}
ia‘;:“r {er = (trotzdemigy % (dem Mann =, (das Buch =, gibt,)))
i';:‘: (trotzdemady % (er =p (dem Mann <, (das Buch = gibt, )]}
iagfof (trotzdemygy ° (€5 %, (dem Mann o, (das Buch 2, gibt,)))
jﬂgf": (irotzdemady ®w (&f “p (das Buch =, (dem Mann = gibt.)))
(s/Em  (wsady nPp  MPph npph (MPphie Pkl APRes )Ty

Thus a multimodal framework enables us 1o account for at least three distinct
phenomena of German word order; the placement of pronouns, the difference in unmarked
orders of NP and pronominal objects, and the relatively free ordering of adverbials. By
assigning these expressions types of different sorts, and then allowing these sonts to have
access o different modes of compaosition, it is possible to a large extent to predict the
relevant facts.

4. Remaining questions

4.1 Double host problem

Given that both complementizers and NP subjects are sont h, the denvation of (60) shows
how it is possible to derive an ungrammatical sentence in which there are twio pronouns
which each take a different element as its host.

(600 *dab es der Mann ihm gibt
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{607
{daby, = esly, = ((der Manny, =) ihm)y, °, gibt)
4 a1
(dafiy =5 es) o ({der Manny, =5 ihm) = gibt)
L ad
(daly =p es) oy (der Manny, - {ihm =5 gibt))
L aa
daby, = (es =p {der Manny, o (ihm =, gibt)))
1 aa
daby, = (der Manny, = (es 2 (ihm 2, gibt))}
{3/ npph npp  APp  (NPple(Npph ANy

To prevent this there must be some way of restricting the number of hosts in a
single clause. However, given that no lexical item subcategorizes for both hosts, it is very
difficult to see how this would be accomplished in a categorial framework.

4.2 NP as a subphrasal sort

In §3.2 it was proposed that all nominative NPs are of sort b, so that they may act as hosts
for prenoun clusters. However, this raises questions about why an expression which is
clearly a phrase should be assigned to a subphrasal sort. The sort hicrarchy is intended to
distinguish composition at different prosodic levels, so that for example, once compositicn
has occurred at the phrasal level, it is no longer possible to return to the lexical level for
affixation. Since NPs must be composed at the phrasal level, it is not clear how they
would then be reanalyzed as the subphrasal sort b,

However, considering the observation that these pronouns seem to behave like
clitics, it could be that, similar to the behavior of the English possessive, the pronouns are
not using the whole NP as their host, but rather some final element {David Dowty, p.c.).
Thus it is not the NP itself which is sort h. There would have to be some way then of
identifying the final element of 4 nominative NP as being sort b, but since this is not an
isolated morphological phenomenan, and because this system has such expressive power,
it could conceivably be worked into the present analysis.

5. Conclusion

This paper has motivated a possible analysis of German pronoun fronting involving
clusters of pronouns around a complementizer or NP subject host, As discussed in §2.5,
these hosts are peculiar to verb final clauses. An extension of the analysis 1o other clause
types should result in finite verbs also acting as hosts for pronoun clusters in a parallel
MAnner.

Along with word order phenomena involving sentential adverbs and the apparently
idiosyneratic ordering of full MPs, it has been shown that pronoun clusters may 1o a large
extent be aceounted for in the system of multimedal logic develaped in Moorigat and
Oehrle (1994). While certain problems and questions remain, the overall approach
Appedrs promising.
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The Interaction of Segmental-Prosodic Rules with Tonal Rules:
A Case Study of North Kyungsang Korean®

MNo-Ju Kim

This paper undertakes an investigation into the interaction of segmental-prosodic
rules with tonal rules in North Kyungsang Korean (MK Korean). Verb roots in NK
Korean are divided into one of three tone classes: the Default H-one Class, the Floating
H-tone Class and the Precoindexed H-tone class. However, segmental-prosodic changes
in certain verb stems cause verbs to shift from one tone class (o another depending on the
nature of the segmental-prosodic modification. These tone changes have been
overlooked by all previous studies on NK Korean since they have presented a mixture of
MK Korean tones and Seoul Korean segments.! This paper will show that all the tonal
changes induced by segmental-prosodic changes are explained by the hypothesis that all
segmental-prosodic rules affecting the Tone Bearing Unit (TBU) of this language (= the
syllable) are applied carlier than tonal rules.

Section | briefly deals with the tone system in NK Korean. Section 2 treats the
interaction of segmental-prosedic rules with tonal rules. Section 3 highlights the
differences between this study and previous studies. Section 4 makes a concluding
remark.

1. Tonal Phonology in NK Korean®

There are three tone classes in NK Korean: (i) the Default H-tone Class, (ii) the
Tone Doubling Class, and (iii) the Precoindexed H-tone Class. Stems of the Default H-
tone Class consist of two different groups. First, all the stems containing final syllables

I Most educated NK Korean speakers can speak with the Seoul Korean segmental system as well as the
NK Korean segmental system. Even though they use the segmenial sysiem of Seoul Korean, NK Korean
iomes are still superimposed on their speech. It might be the main reason why previous siudies on NEK
Korean tonology have made the mistake of mixing the segmental sysiem of Seoul Korean with the NK
Korean lone system.

: This section 15 n|:|i|"||_5I baged on my previows studies, No-1. Kim (19930 and { 1994a).
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which are heavy belong to this class, e.g., maknéé ‘the last child (Noun (N))' and po.néé-
‘to send (Verb (V)).' Second, all the stems where H-tones are realized on the penultimate
syllable of the siem belong 1o this class, e.g., a.pidi ‘Tather (N) and pgili- ‘to throw away
(V)" The tone pattern of this class is predictable, and therefore, stems of this class are
assumed 1o be toneless in the underlving representation (LUR).

The rule of H-Insertion (HI) in {1} blindly inserts a H-tone into a toneless stem.
This rube is motivated by the fact that NK Korean does not allow words with all L-tones.

{1} H-Insertion (HI)
# - = H I | |

The rule of H-Association (HA) in (2) associates a floating H-tone with the appropriate
syllable of stems. The appropriate syllable is the finul sylluble in case it is heavy (e.g.
mak.néé ‘the last child'), and otherwise it is the penultimate syllable (e.z. a.pd.éi
‘father’). These two syllables can be located by the foot-building process in (2a). Only
long vowels are assumed to be heavy in NK Korean: the syllable (C)VC is not counted as
a heavy syllable (Y.-H. Chung 1991a and N.-I. Kim 1993). Once the appropriate
syllables are located, the H-tone will be associated with the head syllable of the foot by
the process in {2b).

(2) H-Association (HA)
a. Construct a single left-headed foot based on the two moras at the right edge of the
domain.
b, Associate a H-tone with the syllable that is the head of the foot.

Stems of the Tone Doubling Class have H-tones on the initial two syllables, e.g.,
kil & "branch (N),' hdd.ldn.i ‘tiger (N),' psn.kdp- 'to be glad (V)," and r33./5p- "to be dirty
(W)' This class has no H-tone underlyvingly if the stem-initial syllable is heavy, and
otherwise has a floating H-tone. The two underlvingly different groups of the stems are
classified as the same class since they exhibit the same surface tone pattern. The stem-
initial heavy syllables always have a H-tone and therefore this H-tone is predictable. The
H-tone is inserted into a tonebess stem containing a heavy syllable by the rule of Heavy
Syllable H-Insertion (HSH) in (3):

(3) Heuvy Syllable H-Insertion (HSH)
@ e —= - H '/

I o 1
oy

uou

A floating H-tone either inserted by the rule of HSH or existing in the UR is
associated with the stem-initial syllable by the rule of Initial Tone Association (ITA) in
{4). Note that ITA precedes the rule of H-Insertion (HI} in (1). Thus, the H-tone inserted
later by HI does not undergo ITA.

(4) Initial Tone Association (TTA]

H
I
I
[

[o
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The initially-associated H-tone is doubled by the rule of Tone Doubling (TD) in (5):
{5) Tone Doubling (TD)

H

r\
Y

g o

Stems of the Precoindexed H-tone Class like /mé.nu.li/ ‘davghter-in-law,” fsa.ta |V
‘ladder,” and fpat.tdl-/ o revere (V) have a H-tone coindexed with a designated vowel in
the UR. After syllabification, the H-tone (originally coindexed with a designated vowel)
will be linked to a syllable, the TBU, where the designated vowel is a syllabic nuclens.
The precoindexed H-tone on the non-final syllable remains unchanged, as shown in (6):

(6) /mé.nuli-menkulo/ 'like a davghter-in-law” > ménulimen.kulo
fmé nu.li-e ke/ 'lo a daughter-in-law’ >  ménulieke

If there is a precoindexed H-tone on a stem-final light syllable which is followed
by a suffix, it appears in a predictable position, as shown in (Ta-b). The final H-tone falls
on the final heavy syllable when the I'!Jno:ll syllable is heavy, as shown in (Ta). If not, the
final H-tone falls on the penultimate syllable of the word, as indicuted in (7h).

(7 a. /kafi-potaal ‘than an eggplant’ >  kadi-po.tdd

b, fkagi-men.ku.lo/ like an eggplant’ >  kadi-men.ku.lo
/pat.t$l-to.Jok/ 'to revere + Projective’ >  pattal-tdlok

For the above tone shift, we need to assume a rule which delinks a H-tone on the stem-
final light syllable when the stem is followed by a suffix. In addition, we need to apply
the rule of HA cyclically since the delinked H-tones are associated with the syllables
predicted by the rule of HA at the word level. Thus, the rule of Final Tone Delinking
(FTD) in (8) is proposed. The H-tone may be reassociated with a final heavy syllable by
the rule of HA, as in ka.fi-po.dd, derived from /ka.Ci-po.taal “than an eggplant;’ or it
may be associated with the penultimate syllable by the rule of HA, as in ka.&i-meg.kd.fo,
derived from fka.ti-men.ke.lof like an eggplant.”

(8) Final Tone Delinking (FTL))

H
:':
G]um o

The H-tone on the stem-final light svllable appears to remain unshified in (9a)
where the stem is followed by a vowel-initial suffix. However, there is independent
evidence which suggests that a H-tone should be delinked and reassociated with a
syllable that iz immediately followed by a vowel-initial suffix, as shown in (9b).

(9) a. dsautali-esad “from a ladder” = sa.ta.li-e.s2
/pat.tdl-at-sim.ni-tal ‘'revered + Formal’ > patid-ai-simni-ta

b. fpat.t3l-kes-2-yal to revere + Future + Inf + Informal Pol’ > pat.tal ké sa.yo
/pattdl-kes-a-tof "to revere + Future + Inf + Conce' > patialké.saro
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For this, the rule of Prevocalic Docking (FVD) in (10) is proposed, which associates 1 H-
tone with the syllable that is immediately followed by a vowel-initial suffix:

{10} Prevocalic Docking (PVD)

M
o

|
T n
Rl Gy ] [R] (where]=a morpheme boundary)

To sum up, NK Korean has three tone classes and the derivation of the surface
tone patterns 15 accounted for by the seven ordered rules in (11):
(11} 1. Heavy Syllable H-Insertion (HSH)
2. Initial Tone Association (ITA)
3. Tone Doubling (TD)
4. H-Insertion (HI)
3. Final Tone Delinking (FTDY)
6. Pre-Vocalic Docking (PVD)
7. H-Association (HA)

1. The Interaction of Segmental-Prosodic Rules with Tonal Rules

This section deals with the interaction of segmental-prosodic rules with tonal
rules, The TBU is the syllable in NK Korean (G.-R. Kim 1988 and N.-I. Kim 1994a).
There are five types of segmental-prosodic rules which affect the TBU of this language.
They are (i) shortening, (ii) glide formation, (iii) syllable deletion, {iv) epenthesis, and {v)
syllable fusion (M.-]. Kim 1995). These five types of segmental-prosodic rules induce
tonal changes, as cutlined in (12). The interaction of segmental-prosodic rules with tonal
rules is accounted for by the hypothesis that all the segmental-prosodic rules affecting the
TBU of this language must be applicd earlier than tonal rules. In {12}, a ‘spreading’ H-
tone means a H-tone associated with two TBLU s, while a ‘non-spreading’ H-tone means a
H-tone associated with a single TBU.

(12) Tonal Changes Caused by Segmental-Prosodic Changes

Shortening | Glide Syllable Epenthesis Syllable
L Formation Deletion Fusion
Tonal Spresding H- | Non-spreading | Mon-spreading | Epembesized 2 | Syllable fusion
Changes || none —= H-tome —= H-1one —= plays does not change
Non- Spreading H- Spreading H- | sipnificant roles | the numiber of
spreading H- | wone ame im the muoras, and thus
tone application of | po sagnalficant
lonal rules tome change
ollows.
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2.1 Shortening: Mora Deletion
2.1.1 Stem Vowel Shortening and Its Interaction with Tones

The stem-final vowels in {13a) are heavy in the UR. However, they are shortened
when they are followed by a vowel-initial suffix, as indicated in (13b):?

(13) a kddm-td ‘1o wind + Ind’
kddm-td.lok ‘1o wind + Proj’
kddm-ndn-ta ‘to wind 4 Present + Ind'

b, kdm-a-lo ‘to wind + Epenthesized 2+ Obj'
kidm-2-na 'to wind + Epenthesized 2+ Adver’
kdm-2-ni ‘1o wind + Epenthesized 2+ Effecl’
kidm-at-ra — kdm-ar-ta ‘to wind + Past + Ind’

All dynamic verbs exhibit shortening regardless of the nature of stem-final
consonants when they are followed by vowel-initial suffixes. However, the nature of
stem-final consonants is significant for stative verbs — if the stem-final consonant is
[-son], then shorening is blocked. Based on these observations, the rule of Stem Vowel
Shortening (SVS) in (14) is proposed (N.-]. Kim 1995). When the stem is followed by a
vowel-initial suffix, the rule of SV5 shorens a stem-final long vowel under the condition
that [-son] is a blocker when the preceding stem is stative.

(14} Stem Vowel Shortening tSVS}*

—8
M B

pson)  (© ] [Froeoid]

Cond: If the stem is stative and C = [-s0n],
then this rule is blocked.

The rule of 3¥5 and the tonal rule of Prevocalic Docking (PVD) interact with
cach other. It should be noted that the two mules of 5V3 and PYD are applied in the same
environment, namely before a vowel-initial suffix. It is independently motivated that all
stems containing heavy syllables have no H-tones in the UR (Y.-H. Chung 1991a and N.-
J. Kim 1994a). The H-tone is inserted into the toneless stems by the rule of Heavy
Syllable H-Insertion (H3H). The insened floating H-tone is associated with the initial

3 The following abbreviations are used throughout Ih.i.;pqpﬂ:

Adver = Adversative Caus = Causative Con = Conditional Conce = Concessive
Conmec | = Connectivel  Conmec? = Comnectivel  Effec] = Effective | Effec = Effectivel
Hon = Homorific Impl = Imperative | Imp2 = Imperativel Imp3 = Imperatived
Ind = Inclicative Inf = Infinitive Obyj = Objective Pass = Passive

Pal = Politeness Proj = Projective Propo = Propositive Pros = Prospective
Rel = Relativizer Retre = Retrospective

4 Theoughout this paper. Hayes"s ( 1989) moraic theory and Clemems & Hume's {1995) theory of Featune
organization are adopied in formulaing nabes.
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heavy syllable by the rule of Initial Tone Association (ITA) and doubled by the rule of
Tone Doubling &D}. as in kddmid 1o wind + Ind.'

If long vowels were shortened by the rule of SVS, then a H-tone could not be
inserted by HEI-I since the stems where the rule of SVS applies contain no heavy syllables
— they remain toneless until other tone assignment rules are applied. Since phonetically
toneless words are not allowed in NK Korean, the H-tone should be inserted by another
independently motivated tonal rule, namely H-Insertion (HI). The insened H-tone will be
wssociated with a stem-final sylluble by the rule of PVD since the following suffix begins
with a vowel. In kdmarta ‘1o wind + Ia;l.-i.l + Ind,’ the stem-final syllable is kim- since the
stem is monosyllabic. Note that PVD is ordered later than TD, and therefore, the H-tone
associmed by this nule cannot be doubled.  As predicted, the word kimatix shows a non-
spreading H-tone in the stem. This interaction of the segmental rule of SVS and the tonal
rule of PVD is explained by the hypothesis that the rule of SVS precedes tonal rles,

The denivation of surface tonal patterns is given in (15):

(15)

Giloss: ‘to wind + Ind' ‘to wind + Past + Ind'
{i) UR: Teaam-taf fkaam-at-ta/
.............. Segmental-Prosodic Phonology

(i) SV5: NA Mkam-at-1aff

=wee=ee== T3nal Phonology

Inpat: fkaam-ta/ Heam-at-talf
{iii) HSH: H
MNA
Hkaam-tat
(iv) ITA: H
I MNA
Hkadm-tal
{v) TD: H
EiR MNA
Hkadm-tan
(vi) HI: H
MA
Hkam-at-ta
(vii) PVD: H
NA |
# kam-at-taff

(viii) SR: Kadidm, ed ki, mat. ta
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2.1.2 Derivational Vowel Shortening and Its Interaction with Tones

There are two derivational suffixes which do not begin with vowels. They are the
passive suffix and the causative suffix, When these wo derivational suffixes are
combined with stems, the long vowels in the stem-final syllables exhibit shortening, as
shown in [ 16a-b):

{16)

i Shortening with the piassives

kidm-1d Cto wind + Ind' vs, kam-kii-ta  'to wind + Pass + Ind’

puiil-td o blow + Ind' s pul-iii-ia ‘1o blow + Pass + Ind’

din-rd - ‘o hug + Ind' ws an-kii-ta ‘to hug + Pass + Ind’

sifp-rif - o chew + [nd' ws, sip-hii-ta ‘1o chew + Pass + [nd'

b. Shortening with the causatives

nadm-ti o overflow + Ind'  vs.  ndm-ki-ta 1o overflow + Caus + Ind’
dadl-td "o know + Ind' ve. gl-fi-ta - wi-fii-ta  'to know + Caus + Ind'
dut-td - 'mo laugh + Ind' vi.  dt-ki-ta ‘tor laugh + Caus + Ind'

This phenomenon is very similar to that of Stem Vowel Shorening, which is discussed in
the preceding section. However, there is one crucial difference. These derivational
suffixes begin with a consonant, whereas suffixes that rigeer the rule of $V5 begin with
4 vowel. Thus, we need Lo posit an independent rule to account for this phenomenon.
Following G.-R. Kim [(1988:100) and ¥Y.-H. Chung (1991a:207), N.-1, Kim {1995)
proposes a rule of Derivational Yowel Shortening (DVS), which shonens long stem
viwels if stems are followed by either the passive or the causative:

(17} Derivational Vowel Shonening (DVS)
1]

/%

TR ] peEsIvE

ausalive

The rule of DVS induces the same tonal chenge as that caused by the rule of SVS:
the interaction of DVS and tonal rules is also explained by the hypothesis that the
segmental-prosodic rules precede wonal rules. If long vowels were shortened by the nule
of WS, then a H-tone cannot be inserted by H5SH since the stems where the rule of DVS
has applied contain no heavy syllables. Since phonetically toneless words are not
allowed in WK Korean, the H-tone should be inserted by another independently motivated
rule, numely H-Insertion (HI). The inserted H-tone should be associated with a TBU by
the rule of H-Association (HA). The rule of HA associates a H-tone with the stem-final
syllable unless the final syllable is heavy, as in /{ ndm-kif- 12/ to overflow + Caus + Ind.’
If the final syllable is heavy, the H-tone is associated with the final syllable, as in /| kam-
ki f- ) “to wind + Pass + Ind.' It should be noted that the derivational suffix -&f ~ -kif and
the inflecticnal sullix -ta constitute two separate phonological levels (Y.-H. Chung 1991a
and MN.-J. Kim 1993). In (18}, curly brackets, |}, represent separate derivational and
inflectional levels. Note that the H-tone is associsted with the predictable syllable
regardless of the length of the following inflectional suffizes, as in f{dl-i J-sim.ni-a} -
{{ wl-liif- site.ni-a) ‘to cry + Pass + Formality + Ind.' It should be also noted that the rule
of HA is ordered later than the rule of Tone Doubling (TD), and therefore, the H-tone
assaciated by the rule of HA cannot be doubled.
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The derivation of surface tonal patterns is given below:

[18)
Gloss:  ‘to wind 4+ Pass + Ind’ ‘to wind + Pass + Formality + Ind’

(i) UR: [| kaam-ki}-ta}~{{ kaam-kii}-ta} {{wol-li}-sim.ni-ta}=]{oul-lii}-sim.ni-ta}
----------- Segmental-Prosodic Phonology

(i) DVS: || kam-ki } -ta}={{ kam-kii }-ta} [ ful-li}-sim.ni-ta}=| { ul-lii}-sim.ni-ta}

Input: 1 kaum-ki |-ta}={ | kam-kii | -ta} [ ful-li}-sim.ni-ta }={ | ul-lii] -sim.ni-ta }

(i) HI: H H H H
{ | kam-ki | -ta }={ { kam-kii] -ta} { [ul-li] -sim.ni=ta }={ { wl-lii} -sim.ni-ta }
(v} PYD: NA MNaA NA NA
vHA:  H H H H
Tl klf.m-k'.:u =i mul'.:-m} | 15.-11 |-sim.ni-ta}~{ | uJ-I‘E‘ll ~sirm.ni-ta }

(vi) SR: kidm-ki-ta ~ kam-kii-ta l-li-sim.ni-a ~ ed-fii-sim.ni-a

2.2 Glide Formation and Its Interaction with Tones

The stems in {19} end with an onsetless syllable. When the onsetless syllable is
followed by a vowel-initial suffix, the stem vowel becomes an onset of the following
syllable, as shown in {19b):

(19} a. f-taf > Lla “to carry on the head + Ind’
imoi-tal > mdita ‘to gather + Ind’
fo-tal > dda to come + Ind’
fapu-tad > sdoota ‘o fight + Ind'
fmeutal > méuwia “to fill in + Ind'
b. fiaf > oy *ia ‘to carry on the head + Impl’
fmoi-af = mdya *md.ia ‘'to gather + lmpl’
fo-af > owd *h.a 'to come + Impl’
auaf >  shwe *ciua  'to fght + Impl'
Imeual > méws *méua 'tofill in+ Impl"

The above phenomenon of glide formation is explained by syllabification theory (N.-1.
Kim 1995). I we syllabify the two vowels V|V 2 as the syllabic nuclei, then two
onsetless syllables would be obtained. There iz a strong tendency in languages to avoid
onsetless syllables. However, if we syllabify V| as an onset of the following vowel V32,
then we obtain the most preferred syllable structure CV. Furthermore, V] cannot be
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syllabified as an onset of the following V2 when V | is preceded by a consonant due o a
general tendency of avoiding complex onsets. Following Steriade (1984), the rule of
Core Syllabification (CS) in (20) is adopted:’

(20) The Core Syllabification (CS)
o

{ Root ) [+vocoid] ——— iil
{ Root ) [+vocoid)

The rule of C5 interacts with tonal rules. The rule of C5 does not induce tonal
changes unless the vowel that is syllubified s an onset by the rule of C5 contains a H-
tone n the UR. For instance, the H-tone is realized on the penultimae syllable of the
stems like md.i- ‘to gather’ and sd_u- 'to fight.' In section |, it was argued that all the
stems having H-tones on the penultimate syllables do not have any underlying H-tones.
Thus, the syllable that is syllabified as an onset, i.e,, the second syllable of stems like
awki- and sd.u-- has no underlying H-tone. Therefore, as predicted, no tonal changes
follow the rule of C5, as shown in words like md.yar.ra 'to gather + Past + Ind’ and
s wat.ta to fight + Past + Ind.’

If the vowel that is syllabified as an onset by the rule of C5 contains a H-tone in
the UR, C5 induces tonal changes. NK Korean has two kinds of underlying H-tones —
floating H-tone and precoindexed H-tone. First, if the vowel that is syllabified as an
onset by the rule of CS has a floating H-tone in the UR, it cannot bear a H-tone since it
becomes a glide, Thus, the H-tone will be associated with the syllable that is built on the
following vowel by the rule of Initial Tone Association (ITA), and doubled by the rule of
Tone Doubling (TD). The stem fo-/ to come,” which has a floating H-tone in the UR,
behaves as predicted. Note that the H-tone is realized on the initial two syllables in
d.id.la o come + Retro," where C3 has not applied. The H-tone is alzo realized on the
initial two syllables in waftrd "to come + Past + Ind.' where C5 has applied. This example
shows that the prosodic rule CS must be applied earlier than tonal rules. Otherwise, we
would be obliged 1o assume a tone shift rule which would explain the tone change of d-
if-ta 'to come + Past + Ind' to war. ti.

Second, 1f a vowel which 15 coindexed with a H-tone becomes an onset of the
following syllable by the rule of C5, then the vowel becomes a glide. Cross-linguistic
evidence has shown that there is a difference between vocalic and consonantal glides
(Hume 1993). Furthermore, Herman (1994) shows that there are two phonetically
identical but phonologically distinct labial glides within o language, Karuk. | assume that
glides are consonantal, [-vocoid], in NK Korean. Afier a vowel becomes a glide, the
feature [+vocoid] will be replaced by [-vocoid] by the default feature-changing rule. The
[-vocoid] segment no longer sponsors a H-tone. Thus, the coindexing between the vowel
and the H-tone is lost, and therefore, the H-tone becomes a floating H-tone. These
processes are illustrated in (21):

“ Shom vowels are assumed 1o have no specificalion of moras in the UR, whereas long vowels are specified
a5 having rwo moras in the UR. The morabe value. one mora. will be given 1o a short vowel only when the
short vowel occurs in the syllabic nucleus position. Therefore, this rule does not induce compensatory
lengthening even when the first segment is [+vocoid] in the Structural description. It happens in a number
of lang that eomg iy lengthening does mot follow glide formation when plide formation is
correlated with the lack of the onset, e.g., Latin (Steriade 1984}, Romanian (Seeriade 1984) and Kikerewe
TOudden 1995).
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The floating H-tone will be realized on the initial two syllables by ITA and TD, which are
independently motivated (G.-R. Kim 1988, Y.-H. Chung 1991a, N.-J. Kim 1994a).

As predicted, the stem fi-/ 1o carry on the head” exhibits such a tonal change. The
stem fi-f shows a non-spreading H-tone, as shown in (22a-b). In (22b), H-tones shift
rightwird and are realized on the penultimate syllable of the word. This stem belongs o
the: Precoindexed H-tone Class (N.-J. Kim 1993},

(22) . i-ta 1o carry on the besd + Ind’
Tentd 1o carry on the head + Effecl”
f-rman "to carry on the head + Con’
b. i-kéi-ta ‘lo carry on the head + Future + Ind’
i-td fok ‘to carry on the head + Proj’
i-ket-sim_ni-ta ‘o carry on the head + Future + Formality + Ind'

When C5 has applied, the H-tone is realized on the initial two syllables, as in (23). This
tonal change can be explained if we assume that the prosodic rule of CS is applied earlier
than tonal rules.

(23) A==t > yH 'to carry on the head + Past + Ind’
fi=a-saf > wpdsd o camy on the head + Inff + Connec |’
fi=a-tof > ypdad o carry on the head + Inf + Conce’

fi-o-yol > ydyd ‘tocarry on the head + Inf + Informal Pol”

The derivation of surface tone patterns is given below:

(24) Gloss: to carry on the head + Past + Ind' 'to come + Past + Ind
H

(i) UR: H
|
fi-at-taf fo-at-tal
------------ Segmental-Prosodic Phonology
(i) DS: H
NA
fo-al-taf
(1ii) C5 & H H
DFC ¥

Hy-at-1af Fo-at-tal
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e Tomal Phonology
(iv) Input: H H
fy-at-al ar-at-ta/
{(v) ITA: H H
f!.r-;tvmf m-:u-mr
(vi) TD: H H
£k |
fy-Stidf for-dit-f
(vii} 5R: v wal.taf

2.3 Syllable Deletion and Its Interaction with Tonal Rules

The past suffix is /~at/, as shown in words like makatta, derived from fmak-at-ta/
‘to et + Past + Ind'. When the eding stem ends with the vowel [a], it might appear
that the vowel 2 in /-at/ is de , as shown in (25):

(25) [fa-attal > Ederd ‘to sleep + Past + Ind’
fka-at-taf > kst g ‘tor go + Past + Ind'
fna-at-tal > it rd 't be born + Past + [nd'

However, NK Korean has the rule of Dorsal Spreading by which /2/ harmonizes (o the
dorsality of the preceding stem vowel [o] or [a] and therefore the underlying vowel faf is
realized as [a]. Therefore, there is an intermediate representation between the underlying
representation and the surface representation, as indicated in (26):

(26) LR IR SR
fEa-at-tal > Ea-ar-tall > &ned 1o sleep + Past + Ind’
fka-at-1af > Mea-at-tal - = kdeed "o go + Past + Ind'
Ina-at-tal = Foa-at-tall - = ndt.td "o be born + Past + Ind'

Assuming the derivation in (26), we can argue that the stem vowel [a] instead of the past
suffix vowel [a], is deleted. N.-1. Kim (1995) proposes that the first [a] is deleted by the
rule in (26) when the vowel cluster aa is derived by the rule of Dorsal Spreading. It will
be shown that we encounter a problem if we allernatively assume that the second suffix
vowel a is deleted. MNote that this rule 15 applied only to the derived vowel cluster [aa]
since the underlyingly long /aa/ remains unshortened, as in ddn.d 1o hug + Ind.'

(27} a-Deletion (a-DEL)
e
Pv

Root

I
V-Place

[dorsal]

1!
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When the first mora is deleted, the syllable siructure on that mora will be subsequently
deleted by the principle of Generalized Parasitic Delinking (GPD) stated in {28). GPD s
a generalized version of Hayes' ( 1989) Parasitic Delinking."

(28) Generalized Parasitic Delinking (GPD)
Syllable structure is deleted when the syllable contains no overt nuclear element
{mora ar a nuclear segment).

The rule of a-Deletion also interacts with tonal rules. First, if the stem has a
precoindexed H-tone in the UR, then the H-tone would become a floating H-lone since
the docking place of the H-tone is deleted by a-DEL and GPD, as shown in (29):

(29) a. H b H ¢ H
5 .
i cai ¥ GPD
J’l\__\/l’-' __H__J:' S
a a a

The stem /sd-/ “to buy’ exhibits such a tonal change. In (30}, the stem fsa-/ is shown to
have a non-spreading H-tone:

{30y sid-ta "o buy + Ind' sd-ni ‘tor buy + Effecl’
sd-ko "W buy + Connec?'  sa-kadla 'to buy + Imp3’
sa-tdla  'to buy + Retro’ sa-tolok ‘to buy + Propo’

However, it shows a spreading H-tone in the words where the rule of a-DEL has applied,
as shown in (31).

(31) fsa-at-taf > fisd-at-tad
fsd-a-laf > Msd-a-lal
fed-o-saf = Hei-a-sall
fsd-a-lof > ffsi-a-tofd
fed-a-yof >  Msd-a-yolf

sditd o buy + Past + Ind’

sdld "o buy + Inf + Imp2'

sdsd "o buy + Inf + Connecl’
sdtd "o buy + Inf + Conce'

sdyd 1o buy + Inf + Informal Pol'

WM W W

This tonal change is explained by the assumption that 5-DEL and GPD are applied earlier
than tonal rules. If we alternatively assume that the suffix vowel, instead of the stem
vowel, is deleted, then it is hard 10 explain the subsequent tonal changes induced by the
rule of a-Del. This is the reason of why | assume that the stem vowel [a], instead of the
suffix vowel [a], is deleted.

On the other hand, the stems in (32) have a floating H-tone underlyingly so that
these stems exhibit a spreading H-tone regardless of the application of a-DEL and GFPD,
as shown in (32a-b). This fact is also explained by the hypothesis that the segmental and
prosodic rules of a-DEL and GPDY are applied earlier than tonal rules.

{32)a. t"-td  ‘'to geton + Ind h-ni 'to get on + Effecl’
M-kd  to get on + Connec?’ g-kdla o geton + Impd
b, *§nd  'io get on + Past + Ind’ e ‘to get on + Inf + Imp2’
tisd ‘o get on + Inf + Connecl’ i ‘to get on + Inf + Conce’

i1
Parasitic Delinking (Hayes 19859:268)
Syllable structure is deleted when the syllable containg no avert nuclear segment.
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The derivation of surface tonal patterns is given below:

(33)
Gloss: 't buy + Past + Ind’ ‘to get on + Past + Ind'
(i) UR: H H
|

Jsd-at-tal MMa-at-tal

------------- Segmental-Prosodic Phonology
H H

(i) D5 I

Msid-an-tadf Ma-ar-tal
(ii)a-DEL& H H

GPD: F

Ms-an-tadf Mta-an-talf
-------------- Tonal Phonology
(i) ITA: H H

I |

Hsg-dt-talf HPa-dr-talf

{iv) TD: H H
A i

Hg-dr-tal Il
(v) SR: sdred it
2.4. Epenthesis

MK Korean has nine suffixes that show an a/@ aliernation. The schwa appears
when the preceding stem ends with o [-upproximant] consonant, as in (34). The
[-upproximant] consonants includes ull consonants except liquids and glides.

(34) Relativizer 0 ﬂ:g:»-;rn- ‘to catch + Rel’
Honorific j & i- ‘to catch +P;“HT1
Prospective & - ‘to catch + 3
Objective -alo &ip-alo “to catch + Obj’
Effectivel -am &idp-ani “to catch + Effecl’
Effective2 -anik'a &dp-anik'a "o catch + Effec?’
Conditional -aman Edp-aman 'to caich + Con®
Formal Propositive -aso &dp-aso 'to catch + Propo’
Adversative -2 fip-ana 'to catch + Adver’

When the preceding stem ends with a vowel or a liguid, the @ (zero) form appears,
as shown in (35a-b). In (33b}, it is shown that the stem-final /I/ is deleted by the process
of /I/-Deletion when it is followed by /n/ or /s/ (N.-J. Kim 1994b). Note that /a/ is not
inserted after /If even though /I is not deleted in il main 1o cry + Con.'
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(35) a. the zero form after a vowel

Eelativizer e &d-n- "to sleep + Rel'
Honorific =i Cai-5i= "to sleep + Hon®
Prospective -+ &ii-I- "1o sleep + Pros’
Objective -l &i-lo "to sleep + Obyj'
Effectivel -ni £&d-ni 'wo sleep + Effecl”
Effectivel -mik"a Ed-nik”a 1o sleep + Effec?’
Caonditional -maqn Ed-man 1o sleep + Con’
Formal Propositive -so &i-50 "to sleep + Propo’
Adversative -na &i-na o sleep + Adver’
b, the zero form afier f
Relutivizer it == "to cry + Rel'
Honorific 5 ud-si- 10 cry + Hon'
Prospective - titi-I- ‘1o cry + Pros’
Objective -l titif-a “to cry + Oy’
Effective -ni tii-nf "o cry + Effecl’
Effective2 -nik'a Ed-nik'a 'to cry + Effec?’
Conditional -man tidl-mdn o cry + Con'
Formal Propositive -so tii-54 'to cry + Propo’
Adversative -1 ti-ngd 'to ery + Adver'

It is proposed that /2f is epenthesized between a [-approximant] consonant and a
consonant (N.-J. Kim 1995). The above rule must be merphologically conditioned since
fa/ is epenthesized only when one of the above-mentioned nine morphemes follows the
slem.

(36) 2-Epenthesis { 2>-EPEN)
Prospective {-If
Relativizer /-nf |

v /- |

W= /‘/ [-approximant] + __ Albverzative /-sal
Effective | f-nif
Effective? f-nik w'
Conditional ~manf |
Propositive] fsof

Let me now consider the interaction of a-Epenthesis and tonal rules. If the stem
has a floating H-tone in the UR, it is always realized on the initial two syllables
regardless of the application of o-Epenthesis, as shown in (37a-b). This tonal pattern is
explained by the hypothesis that the sezmental rule >-Epenthesis is ordered earlier than
tonal rules.

(3N a EMdmersla ‘to endure + Retro’
Edm-kala ‘ta endure + lmp3'
EMdm-tailok ‘o endure + Praopa’
&tdm-sipni-ta ‘to endure + Formality + Ind'

b. &EMm-g-si- ‘to endure + Hon'
Efsim-5-lo- ‘to endure + Obj'
EMdm-g-ni- ‘to endure + Effecl’
&hdm-g-man- “to endure + Con’

&dm-d-na “to endure + Adver’



On the other hand, if the stem has a precoindexed H-tone in the UR, the H-tone
shifts to the penoltimate syllable of the word unless the suffix begins with a vowel, as
shown in (38a). This tonal shift is explained by the two tonal rules, Final Tone Delinking
However, the H-tone remains unshifted when 2 is
epenthesized between the stem and the suffix, as shown in (38b). This tonal pattern is
also explained by the assumption that the segmental rule of 2>-Epenthesis precedes the
tonal rule of Prevocalic Docking (PYD). PVD reassociates a delinked H-tone with the

(FTD) and H-Association (HA).
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stem-final syllable when the following suffix begins with a vowel.

(38) o /mak-tale/ > mak-tdla ‘1o eal + Fetro’
fmik-kalaf = mak-kila 'to eat + Imp3’
fmidk-toloks > mak-tdlok  to eat + Proj’
fmdk-sip.ni-tad > mak-sipai-ta o eat + Formality + Ind’

b, Smdk-si-f > Nmak-a-5i-f > mik-2-5- ‘to eat + Hon'
Svdk-lo-f > Hmak-a-lo-#! > mdk-a-lo- "t et + Oy’
Sdk-ni-f > fmak-2-ni- > mdk-a-ni- ‘to et + Effec|’
fmdk-nik'a+' = Smak-a-nik'a- >  mdk-a2-nik’s ‘to eat + Effec?’
/mdk-man-d = Vmak-a-man- > mdk-2-man-  Cto eat + Con’
fmk-sof > Nmak-a-soff >  mdk-a-s0 ‘to eat + Formal Propo’®
Imdk-na/ > Hmak-2-naff > mdk-2-na ‘to et + Adver’

The derivation of surface tone patterns is given below:

(39)
Gloss: 1o eal + Effec?’ o endure + Con'
(i) UR: H
|
fmak-nik "w/ feram-man/
----------- - Segmental-Prosodic Phonology
(ii} Epenthesis:  H H
|
imdk-a-nik'al HE"am-a-mond!
—————— Tonal Phonology
Input: H H
I
fimdk-a-nik'al ffeham-a-mand/
(iin) ITA: H
MNA |
HERim-a-mandf
{iv) TDx: H
NA i

HEMdm-d-mandf
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{v) FTDx: H
+ NA
ffak-a-nik'ad
{vi) PVI: H
| NA
Smak-a-nik'al
{vii) 5R: makanik'a &éMimaman

2.5 Syllable Fusion and Its Interaction with Tones

The seffix-initial /o vndergoes Dorsal Spreading: it becomes fuf when the
preceding stem-vowel is fof or /al. When the stem vowel 1s /o, then the stem vowel a of
the derived vowel cluster faa/ is deleted by a-Deletion (a-DEL). as already discussed in
2.3. When vowels like /a/ and fa/ are immediately preceded by other vowels, the rule of
Syllable Fusion occurs, as shown in (40). The subsequent segmental changes which
oceur in (40) can be explained by segmental rules.” However, this puper does not deal
with those segmental rules in detail since they do not cause any prosodic change, and thus
they are not relevant to the discussion.

{40 . fEu-at-sim.ni-tal = Sddtsim.nlte ‘to give + Past + Formality + [nd’
fso-at-sim.ni-tas > sddt.sim.ni.ta "to shoot + Past + Formality + Ind'
# pi-at-sim.ni-ta/ > pift.sim.nita 't be empty + Past + Formality + Ind’
fe-at-sim.ni-ta/ > kédr.simanite o make a bed + Past + Formality + Ind’
Faa-at-sim.ni-ta/ > s33sim.ni. “to stand+ Past + Formality + Ind’

b. /po-al = paa *poc 'to see + Impl”
ipu-al > pfea *poo  *plur o scoop up + Impl'
fpuC-a/ > p22 *poo  *pua C'to pour + Impl'
fpuuCad =  fpuC-aff > pas *poc  *puu 'to pour + Impl’

The rule of Syllable Fusion fuses two monomoraic syllables into one dimoraic
syllable when the two vowels occur strictly adjacemly. MNote that the second syllable is

" In (4a), the o nade of fad or fad 15 delinked and the preceding vowel is compensatorily lengihensd,
Furthermore, when the sequence fuskad oocurs as in fEu-at-simoni-ad "o give + Post + Formality + led’, the
ounput i5 awv rather than e, as shown in &dd.simnia. For this reason, | assume that the derived fuuf
becomes bowered by an Adjusiment Rule. which operates afier Compensatory Lengibening. Mote that only
the derived fuuf becomes lvwered since any non-derived fuw/ remains unchanged a8 i dil-rd o cry + Ind’.
For these phenomena, the three segmental rules of Sulfix Vowel Delinking {S5uVD). Compensatory
Lengthening., and Adjustment Rulbe are molivated in N.-1. Kim {1594b).

In {4ik), fpuC-f "o pour” and fpouCeF 1o swell’, have empty C-slots, and the tan empty C-slots end
in 2ern forms when the following suffix begins with a vowel (N.-J. Kim 1994b & 1993), The long vowel in
fpaneC-f "o sweell’ is shortemed by Stem Vowel Shorening discussed im 2.1.1. The root node of the stem
vawel appears 10 be delinked and compensatory lengthening seems 1o operate from right to lefi after Dorsal
Spreading has applied. For these phenomenn, & nale of Stem Vowsl Delinking {51V is motivaisd, ard the
mirror-image rule of Compensatory Lengthening is proposed in M-I, Kim (19%4b) & (1993) If we
compare 51V w0 SuVD, S1VD is & more specific rule, and therefore, it is applicd before the more general
rale SuVD.
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onsctless, and therefore it is unstable. This is the reason why the first syllable survives
the rule of SF.

{41} Syllable Fusion (SF)

e o
Bk W

The prosodic rule of 5F interacts with tonal rules. The process of 5F destroys the
second syllable but keeps the first one. Mote that the second syllable is a suffix, and that
all suffixes are toneless. The first syllable can bear a H-tone, but it remains undestroyed.
Therefore, this process will not cause any significant tonal changes. If the stem vowel
has a precoindexed H-tone undl:r_g:::gl:.r, the structure in (42b) will be obtained after the
prasodic rule of SF has applied. precoindexed H-tone on the first syllable remains as
it is, but it is now rcalizgun the heavy syllable.

(42) a. b
H H
\ﬁ o \\'\k—-\
[
i |
R R R R

As predicted, the stem fmé-f 'lo fasten,” which has a precoindexed H-tone in the UR,
shows no significant tone change, as shown in mééita derived from /mé-at-ta/ 'to fasten
+ Past + Imf“— the H-tone is realized on the initial heavy syllable. The stem /piaC-/ to
pour,” which also has a precoindexed H-tone in the UR, shows no significant tone change,
a5 shown in pddtta derived from /paC-at-ta/ 'to pour + Past + Ind,' in which the H-tone is
realized on the initial heavy syllable. This fact is explained by the hypothesis that all the
segmental-prosodic rules are applied earlier than tonal rules,

On the other hand, if the stem has a floating H-tone, it is realized on the initial two
syllables. As predicted, the stem fso-/ to shoot,' which has a floating H-tone in the UR,
exhibits a H-tone in the initial two syllables, as in sddrtd derived from fso-at-1af 'to shoot
+ Past + Ind.” However, if tonal rules applied first, then it would be unnecessary to
explain why the final syllable -fd has a H-tone in sddid.

The derivation of surface tone patterns is given below:
(43)
Gloss: “to fasten + Past + Ind' 't shoot + Past + Ind’
(i) UR: H H
I

Imé-at-ta/ fao-at-ta/
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.............. Segmental-Prosodic Phonology
(i) SF & subsequent  H H
segmental rules: I
Hmbdr-1alf Heoot-talf
.............. Tonal Phonology
Input: H H
|
et Hsool-talf
(i} ITA: H
NA |
Isoot-1alf
(iv) TD: H
NA o
Hsbda-tidf
(v) SR: méétia schdintek

3. Comparison with Previous Studies

All previous analyses of the NK Korean tonal system like K. Chung (1980),
Marahara { 1985), G.-R. Kim (1988), and Y.-H. Chung (1991a4) have made a mistake of
mixing the segmental system of Seoul Korean with the NK Korean wonal system, thus
obscuring some interesting facts about tones and segments within NK Korean.

Certain verbs may be spoken segmentally in two different ways, i.e., (i) with the
MK Korean segmental system as in (44b) below and (i) with the Seoul Korean segmental
system as in (44c) below, Wote that the two verbs fsu-at-taf ‘1o make a soup + Past + Ind’
and fso-at-12 'to shoot + Past + Ind are neutralized into soof.fa when spoken with the
MK Korean segmental system, while they do not neutralize when spoken with the Seoul
Korean segmental system. The more interesting problem is that words show different
tonal patterns depending on the difference in segments. When spoken with the NK
Korcan segmental system, a spreading H-tone is used in sddetd. However, o non-
spreading H-tone is used when spoken with the Seoul segmental system, as in siatra
and sd.arfa, Previous studies based on such data as sd.at.ta and sd.arfa {ie., the mixture
of the NK Korean tonal system and the Seoul Korean segmental system) ignored two
empirically significant issues. First, segmental changes in sdde.td were left unexplained.
Second, the subtle tonal difference between sodi.id and siarra and séatta was also left
unaccounted for. Consequently, the interaction of segmental-prosodic rules with tonal
rules was largely ignored.

(44
a. UR b. with NK Korean Segments ¢ with Seoul Korean Segments
fsu-ot-1af ‘made a soup’ SOOI sdaria

fso-at-1af ‘shot’ SO L shalia
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4. Conclusion

Segmental-prosodic changes in certain verb stems cause verbs to shift from one
tone class to another depending on the nature of the segmental-prosodic modification.
Thas r has shown that all the tonal changes caused by segmental-prosodic changes
are cmnnd by the hypothesis that all segmental-prosodic rules affecting the TBU of
this language are applied earlier than tonal rules,

* This paper was presented at the Montreal-Ottawa-Toronto (MOT) Phonology
Workshop held at the University of Ottawa in Canada between Feb. 4 to 6, 1995, | would
like to express my deep thanks o David Odden, Elizabeth Hume, Keith Johnson, Mary
Bridshaw, and Rebecca Herman who have made valuable comments on previous
versions of this paper. All errors, however, are mine.
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The Status of Onsetless Syllables in Kikerewe

David Odden

1. Introduction

Recent work in prosody has shown that the Onset constraint, which prohibits
vowel-initial syllables, plays a fundamental role in explaining a range of phonological
phenomena. This paper presents data from the Bantu language Kikerewe, spoken in Tan-
zania, which illustrate the importance of syllable onsets 1o this language. Vowels which
lack vnsels have a special phonological status in Kikerewe, Unlike vowels with onsets,
onsetless vowels cannd be long. They have an anomalous pattern of compensatory
lengthening under Glide Formation, and they cannl bear tone, The goal of this paper is
1o demonstrate the extent 1o which onsetless syllables have a special status in Kikerewe,
and to provide a theoretical explanations for these special properties. The hypothesis
which will be sel forth is that onsetless vowels do not in fact define syllables.

The observation that syllables prefer 1o have onsets has a venerable status in pho-
nological theory. Jakobson (1962) makes this observation; Steriade (1982), Clements &
Keyser (1983) and Hyman (1985) build this principle info their algorithms for syllabifi-
cation. Tto (1986) and (1989) similarly acknowledges the sirong tendency for languages
ta require syllable onsets. McCarthy & Prince (1993) argue that, apart from staling a
preference for CV syllables over WV syllables, the Onset constraint interacts with other

* Research for this paper was supported in part by NSF Gramt SBR-9421362. [ would like 1o thank Den
Tungaraza and F. Magayane for provading dals on Kikerewe. Earlier versions of this paper were pre-
sented a1 the Unsversaty of llineds, University of Pennsylvania, and MOT a1 the University of Citnwn,
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phonological principles, and they exploit the Onsel constraint in explaining phonologi-
cally conditioned patierns of infixation in Timugon Murut and other languages. Rosen-
thall (1994) argues that the Onset constrainl can be called on 1o explain the existence of
Gilide Formation and other hiatus-resolving phonological principles. Downing {1993,
19594, 1993) shows that this constraint is relevam (o problems in stress, tone and redupli-
cation in & variety of languages.

Kikerewe stands out among languages which strongly obey the Onset consteain
in prowviding multiple lines of evidence which bear on the constraint. Particularly impor-
tant is the Fact that onsetless vowels exhibil anomalows prosodic properties which are re-
lated only in that they occur in conjunction with an onsetless vowel,

1. Resolution of hiatus
Phonetically onsetless syllables in this languagze have a very limited occurrence;
they appear only at the beginning of the uticrance, as indicated in (1)

{17 akalima “he cultivated (remwie)’
echaala ‘finzer”
igogo “tree trunk’
olima “you (sz.) cullivaie”

One comsequence of the ban on onsetless syllables in Kikerewe is that whenever
wvowel sequences would arise by morphemic or symtactic concatenation, the second
would-be onsetless syllable is provided an onset by syllabic [usion. This onset 15 pro-
vided either by tuming the first vowel into a glide which serves as an onset, or by oth-
erwise merging the two syllables into one, thereby eliminating the second onsetless syl-
lable. In (2}, the examples on the lefi comain the noun class prefixes ebi, omu and ol
before 4 consonant-initial stem; this column rellecis the underlying form. On the right,
the same prefixes stand before a vowel-initial stem, and in that case the underlyingly
prevocalic high vowel of the prefix becomes a glide, with compensatory lengthening of
the second vowel. By fusing the two syllables into one, the onset of the lefimost under]y-
ing syllable thereby provides an onset for the second vocalic segment.

(2)  ehbi-tooke ‘hananas’ febi-alal — chy-aala *lingers”
Omu-fima ‘hean” lomu-agal —» omw-aaga ‘compulsion’
olu-hibo *fish teap’ folu-ilef  — olw-iile ‘sky”

Further examples of hiatus resalution by glide formation can be seen in (3). Stem
initial v deletes optionally in Kikerewe, and this might result in a sequence of vowels amd
therefore a violation of the Onset constraint. However, the first vowel merges with the
secomd, giving a single long syllable. Thus, underlving &u-veta’ would become Eneta by
r-deletion. The expected vowel-vowel sequence 15 eliminated by ghde formation.
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(3) ku-veta kweeta “to call”
tu=yanika Twaanika “we spread’
eli-yoma elyhoma it will dry”
tu-yi-teekela twiiteekela “we call for ourselves’

Fusing the roo syllables into one eliminates the second onsetless syllable, and with i, the
violation of the Onsel constraint.

(4) 13 o

f‘s o o

/ A

u poofo = g / p
! ,r’! V

] kw e tm

kowfy)y o1

In case the first vowel of 8 would-be divocalic sequence is g, the hiatus is re-
moved by segmentally merging the two vowels inlo one nonhigh vowel. This is illus-
trated in (5) with stems beginning with v. On the lefl i given the variant retaiming v, and
on the right is the variani without v, showing the elfect of vowel merger, driven by the
need o eliminate violation of the Onsel constramt.

(5)  pa-yeléela poeletli “they (cl. 6) Mo’
ha-viha hieha ‘they steal’
ha-yoleki booleka “they point”
bake-yeta bakéota ‘they called”
akagi-yomya akaghomya *he dried them (cl. &)’

There is also resolwtion of vocalic hiatus al the phrasal level. When any vowel-
initial word 15 preceded by another word, the two vowels coalesce into one long syllable.

(&) ckaluumbesta “trumpet”
nkabala *1 counted”
nkabal" eckaluumbesta *I eounted the trumpet”
omuunty ‘person”
akabala ‘he counted’
omulw’ aakabala “the person counted”

This brings up the first complication introduced by onsetless vowels. Underlying
V+V exceptionlessly results in syllable merger and almost always results in compensa-
tory lengthening of the surviving vowel. The data in (7a) show the underlying form of
the 1 pl. and Class 8 subject prefixes, sy and bi. The examples in {7b) show that when
these prefixes are followed by the tense prefix a, the vowel of the subject prefix desyl-
labifies and g- compensatonly lengthens.
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M = tu-teeka “we cook (hab. )
bi-tégkowa “they (cl. &) are cooked (hab. )’
tu-ka-tecka “we cooked (rem)’
bi-ka-téeka ‘they (cl. 8) were cooked (rem.)’

b. tw-aa-teeka “we just cooked”

by-aa-tbekwa “they {cl. &) were just cooked"
li-lw-ai-lecka “wee didn’t just cook”
tihy-aa-1éekwa “they {cl. #) weren'i jusi cooked”

However, there is a context where there iz no compensatory lengthening, and that
i= when the first vowel 1z onsetless. The data in (8) show that when the subject prefix s
voswel initial, there s no compensatory lengihening of @, even though there is glhide [or-
mation. The data in (8a) show that the 2 sg. and Class 9 subject prefixes are respectively
o aml ¢, When [ollowed by the past tense prefix -a- in (8b), these vowels become glides,
but unlike the situation in (7}, there 15 no lengthening of -a-.

3 o-1ieka “you sg. cook (hab.)”
e-leekwa “it {cl. 9) is cooked (hah.)’
o-ka-1écka *you s, cooked (rem)”
e-ka-1eekwa “it was cooked (rem. )’

h. w--1eeka “you s, just cooked”
vea-teekwi *it was just cooked”
li-w-alecka *you sg. didn’t just cook”
ti-y-a-1eckwa “it (cl. 9) was not just conked”

Anuther context where an onsetless vowel becomes a glide without compensatory
lengthening of the following vowel is when a nominal class agreement prefix is placed
belore the associative prefix -a- “of". The examples in (9a) show the underlying forms of
the nominal agreement prefixes gu- “cl. 37, fi- *cl. 5°, - *cl. 1" and e- “cl. ¥". [Daa in
(9h) show that when combined with the prelixes gw or i which have onsels, the agree-
ment prefix fuses syllabically with the associative prefix g resulting in a long vowel. Fi-
nally, the data in (9c) show that the prefixes o and ¢ become glides in this contexi, but
withowt lengthening of the associative prefix -a-.

(9 A gu-lii'ya *that {cl. 3’ gl-nu *this (cl. 3)°
li-lii'ya “that (cl. 51" li-nu “this (cl. 57"
o-liiya ‘that {cl. 17’ d-nid’ “this (el 11
e-lii'ya “that (cl. 9)" e-ni “this (cl. 9)°
b. pw-aa-Bulemo “(el. 33 of Bulema’
Iyv-aa-Bulemo *fel. 3) of Bulemo®

" “The tomal varingion in the form of the demonstratives is also connected with the onsetless satus of these
prefixes, as discussed in secton 4.
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C. w-a-Bulemo “{cl. 1) of Bulemo®
y-a-Bulemo “{cl. 9) of Bulemo'

The question is how to explain this lapse in the otherwise exceplionless pattern that there
is always compensatory lengthening associated with glide formation. This lapse 15 not a
general property of glide formation and onsetless vowels in all languages since, for ex-
ample, in Kimatuumbi (see Odden 1995) when a prevocalic high vowel becomes a glide,
the following vowel compensatorily lengthens, and therefore fu-a-1¢ljjke’ hecomes
|waaicljjke] ‘you sg. cooked {remote)”.

The gencral patiern in Kikerewe, indeed in almost all languages, 15 that within a
morpheme, cach vowel projects al least one mora which forms the necleus of a syllable.
Thus where there is an underlying sequence of two consecutive vocalic clements in flu-a-
teeka’, core syllabification forms a syllable on tw, and Glide Formation applies 1o thai,
with compensatory lengthening of a.

Kb KA

Building a syllable in this manner when the vowel is onsetless is generally prob-
lematic since il resulis in a violation of the Onsel constraint, and doing this for a vowel
sequence like og is doubly so, since it would result in two violations of the constraint. A
better solution is 1o allow o to function as the onset of a syllable, by directly grouping
bath segments inte a CV syllable by core syllabification.

v AR

cat eka =+ o0

(10}

m

E—— =

tuateka = 1

(11}

A similar asymmetry in the compensatory lengthening concomitant of glide formation
between VY and CVHY sequences is also found in North Kyungsang Korean (Kim
1995), which is also explained in terms of the contrast between core syllabification ver-
sus glide formation alTecting syllabified vowels. The allernation between glide and
vowel 15 governed by two mechanisms in Kikerewe; the choice of which mechanism 1o
employ in syllabifying underlying vowel sequences is dictated by the desire to minimize
violations of the Onsel constraint.
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3 Long vowels and onsetless syllables

Another way in which the Onset constraint is involved in explaining anomalous
phonclogical behavior is seen in the fact that Kikerewe disallows long onsetless vowels.
There are contexts where one would have expected to find such long vowels, but they do
not exist, For example, it is a general principle in the language that any vowel which pre-
cedes a sequence composed of a nasal plus a consonant must be long. Withoul exception,
any vowel within a stem is bong when it is followed by a such a sequence.

(12} omukuundi “navel” obuluunda “smallpox’
chigaambao fword” ckihiinzn ‘picee”
ckikotmhe ‘cup” ekipiinga ‘knile’
Cnaanza “lake’ ibaanza “debt”
iboondo “larynx’ ihaanga ‘clan’
ihétmbe ‘cow hom”  ckiluunganwa “livestock”
akalééngéetuko *slope” ekiteendeegwe ‘type of bean”

But il a vowel both precedes a nasaltconsonant sequence and is alse ullerance-initial,
then the vowel remains short.

{13) embaata ‘duck’ embogn ‘bufTalo”
embizi ‘poat” endosyn ‘dipping spoon’
endala *“leopard” endezu “heard”
endinlo *relish’ enganmbi ‘language”
CngeEl “flood” englingn “hody”®

The requirement that vowels are always long before nasal plus consonant resulis
in phonological alternations. The locative prefixes mu and g have an underlying shon
vowel, as (14a) shows. When these prefixes precede a noun stem which begins with a
nasdl plues consonant sequence in ( 14b), the vowel of the prelix becomes long,

{14y = mu-chiimba ‘i the room’
ha-chutumba “at the moom”
mu-mabaile “in the stones”
ha-mabaiale “al the stones’

b. muu-ndala “in the leopard’
haa=-mhiizi “al the goan”
muu-mpeie “in the ning”
haz-ndulo “at the relish’

Lengthening the prefixal syllable of muundala can be straightforwardly accounted for. It
is assumed that all preconsonantal nazals in Kikerewe are underlyingly moraic, as they
are in most Bantu languages. However, nasals cannot serve as syllable peaks on the sur-
face, and since there are no codas in the language, the nasal must syllabify as part of 1the
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onset of the following syllable. It therefore abandons its mora, which attaches to the
previous syllable.

(13} a

a a

s
/“| u
I a

mu da

=

-

2

Az {16) shows, when the zame NC-initial nouns are preceded by the onsetless vowel e,
that vowel does not lengthen.

(16)  e-ndala “levpard’ e-mbizi ‘g’
e-mpeti *ring" e-ndiilo “relish’

The failure of the vowel 1o lengthen in this comext is due ko the ban on long onselless
vowels.

Additional examples illustrate the fact thal onsetless vowels do not lengthen. The
data in (17a) demonstrate the underlying short vowels of the prefixes ka, ba and fi, and
the data in (17h) show lengthening of the vowel in these prefixes before an NC se-
guence, invalving the | sg. object prefix -n-,

un a a-ka-chimiia “he stabbed”
ba-chumiti ‘they stab’
ba-li-chumita ‘they will stab”
b #-kas-n-chumila ‘he stabbed me”
bhaz-n-chumita “they stab me”
ha=lii-n-chumiti “they will stab me”

The examples in {18) show that when a vowel initigl prefix precedes s na-
saltconsonant sequence, that vowel is not lengthensd. :

(18)  a-n-chumita “he stabs me’
o-n-chumita *you stab me”
a-n-chumisilé “he stabbed me’
o-n-chumisilé “you stabbed me’

There is one last point 10 be made regarding vowel lengthening before NC sequences, as
shown im (19, and that is that the effect is found at the phrasal level’,

¥ Presumably, there would be lengthening at the phrasal level onky if the target vowel is preceded by a
consonant. However, there are no words in Kikerewe composed of a single vowel, so this prediclion can-
i bz pesled.
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(19)  ndali ki *avhich leopard®
akubala ‘he counted”
akabalaa ndala ki “which leopard did he count?”

Mustration of the restriction agains! onsetless long vowels 15 not limited 1o the
contexi ol a following sequence of nasal plus consonanl. The presemt tense prelix k-
uptivnally deletes, as shown in (209, resulting in compensstory lengthening of the vowel
in the preceding subject prelix.

(20 wu-ku-babala tuu-hithila “we are counfing them’
ba-ku-muliuba has-minluuha “they are Lllowing him’
mu-ku-tibiuta muu-1abiuia “you pl. are choking us’
wi=ku=halima #ii=balitma ‘they (cl, 107 are biting them”

Hivaever, just in case the preceding subject prefix lacks an onsct consonant, there is no
lengthening.

(21}  a-ku-mubala a-muhala “he is counting him’
o-ku-nilola o-tilola “you are looking at us’
e-ku-halima e-halima *it (¢l 9 is biting them’

There 15 one final context which actively demuonsirates that onsetless vowels may
not be long. The noun class agreement prefix which appears beflore the stem -ha
“which?" has a long vowel providing that the prefix syllable has an onset; if the prefix is
composed of a simple vowel, the prefix remains short.

(22} baa-ha *which (cl. 2)”" oui-ha ‘which (cl. 3)"
i<ha “‘which (cl. 4y Tii-ha “which {cl. 5y
o-ha *which {cl. 1" e-ha “which {cl. 9y

We will delay considering the explanation for this constraint on long vowels until section
7, after we have considered the full range of phonological issues related 1o the Onset
comstraimi.

4. l'one and onsetless vowels

A third special property of onsetless vowels 15 that they cannot bear (H) tone.’ As
background 1o considering the tonal evidence, it should be noted that any H tone spreads
i the following syllable provided that it s 1oneless, by a Tone Doubling process. The

* Asin tvpical in Bantu Innguages, Kikerewe presents an oppsition betwesn B oned anmd woneless sylla-
hiles, rather thin H 1oned and L toned syllnbles. A privative sonal contrast beeween H and £ will thus be

A,
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date in {23) show that the verb stems bala and buuka are toneless, but when they are pre-
ceded by a I wned prefix such as fv, the H of the prefix spreads to the verb root.

(23)  ku-bala “tor count” ku-ti-bala 1o count us’
ku-buuka ‘o comb’ ku-ti-biuka ‘10 comb us”

In general, any H 1one in the language spreads one syllable 1o the nght, unless that H
tone is in the phrasal penult (el. kubafa “we vie’, kubdhd Bulemo “o tie Bulemo'). The
effest of Tone Doubling will be seen throughout the data.

The surlace wne which appears on s verbal subject prelix is a function of nwor-
phusyntectic propertics interacting with phonological consirainis. In subordinaie clawses,
the subject prelix is generally H woned. The examples in (24) show that in vanous rela-
tive clause forms of the verh, there is an underlying H tone on the subject prefix, which
i8 fur in these examples,

(24)  a-ha-ki-luunduma ‘they who are growling”
#-ba-laanduma “they whi grow!”
a-ha-liindumile “they who growled (yvesterday)’

[ata in (25) show that the subject prefix (ba, fu, B in the conditional 15 also H toned.

{25)  bé-ki-lvunduma “il they growl”
ti-ka-luunduma “if wee growl”
bi-ka-luunduma ‘if they (cl. 8) growl’

In {26} it can be seen that when the subject prefix is one of the onsetless prefixes
o- "2 sp’, @- '3 s human® or e- “cl. 97, the subject prefix does not bear a H wne. In-
sicad, the syllable which follows the subjeci prefix bears the H tone,”

(26)  a-ko-ldinduma “he wh is growling”
e=ki-luinduma it (el 9) which is growling’
a-l0indima “he whao growls”
e-lnindima “it (el. 9) which growls'
a-luindimile “he who growled (yesterday)’
e-laindimile “in {cl. %) which growled (yesterday)’
o=ka-liinduma il you g, prowl”
a-ki-lnmunduma it he growils”

* The relative clause form of the verb is composed of & hesd marker which is a nonhigh copy of the fol-
lowing subject prefix’s vowel, vie. a-fw-fivumdung “they who growl’, e-bi-lisadwra i el 7p which
growls”, o-gri-litrdums *it(cl. 3) which growls®. One woubd expect the wderlying forms of the 3 sg. and
cl, % subject forns of this verb w be fe-e-luundnng! and fa-a-lounduma’, These vowel sequences us be
climinated, which would nonmally lead 1 a smgle bomg vowel. However that vorvel would be onsetless,
w0 therefore the vowel surfsces as shon.
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Thus the H tone remains on the subject prefix in abdkifuwndima since the subject prefix
has an onset, but it must shift to the aspect prefix kv in akilitnduma since the subject
prefix is onsetless and thus cannot bear 1one because of its special prosodic status.

In certain noun classes, the agreement prefix for numerals bears a H tone, and yer
lisr other classes the numeral prefix is toncless, as the data in (27} demonsirate,

(27 ba-hili 2 (el 2Y i-bali ‘2 {cl. 4)
hi-hili “2cl. 8) a=hili *2 (cl. 6)
1u-hili *2 (el 13} i-bali *2 (cl. 10)"

Maotice that it is precisely those agreement prefixes which are onselless that dio mv bear a
H tone,

Oiher evidence shows thal onsetless vowels canms bear wne. Nouns in Kikerewe
typically have a class prefix with the shape VOV, e omu in omu-gela “river’ or enid in
emi-gelo ‘rivers”. The first vowel in this structure is gencrally relerred w0 as the pre-
prefix, and is a non-high copy of the prefixal vowel (or e il the prefix contains no
vowel)l The distribution of the pre-prelix morpheme 15 governed by semantic and syn-
tactic properiies. The pre-prefix is not used on proper names (cf. Buzinre, Bulemo), and it
is alse lacking when a noun is modified by a wh-word, cf. omergels ‘river’, mugela &
‘which nver?”. In addition, some nouns are lexically marked for not taking a preprefix,
for example fibuléla ‘hawk",

In (28) we find examples of the instrumental prefix mo appearing before various
nmosuns which lack a preprefix. In these examples, the syllable of the instrumental prefix
his e H lone.

(28)  Bueune {proper name) na-luzine  “by Buzune'
mugela ki “which river’ na-mugela ki by which river’
liihulela “hawk” na-liibulzla  “by a hawk’

In contrast, when a noun has a preprefix, the preprefix vowel fuses with that of the in-
strumental prefix. In addition, there is an apparenily inexplicable H 1one on the syllable
ol the instrumental prefix.

(29}  o-mu-gela  C“river’ n--mu-gela “hy a river’
o-mw-aana  “child’ n-(-mw-aana by a child’
e-mi-hyd “knives’ n-e&-mi-hyd  “with knives®

This can be explained under the hypothesis that the pre-prefix has an underlying H 1one,
s0 omugels is underlyingly /Omugela’. Since the pre-prefix is usually in a syllable which
lacks an onsed, that H tone cannot dock to the vowel of the pre-prefix, and therefiore the
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H tone is lost. However, in case an instrumental prefix is added, the H tone can be real-
ised on the pre-prefix syllable since the instrumental prefix provides an onset consonant.

Having shown that onsetless vowels are not proper tone bearing units, it is impor-
tant 1o clarify that onseiless vowels are excluded from bearing tone only with respect to
word level phonological phenomena. Whenever a H tone stands af the end of the utter-
#nee, it spreads lefiward w the preceding syllable, which results in aliernations belween
the prepausal and phrase medial forms of words, (30) gives words which underlyingly
have a single H on the final vowel, On the lefl can be seen the phrase-medial Toarm.
where thit 1118 the valy 11 within the word, On the right is he same word prepausally,
illustrating the effect of wne theowback.

(307 endali yasnge “‘my leopard’ endili “levpard
ekihy kilaandiiba  “the herd will follow me”  ekihyd “herd”

An important fact, shown in (310, is that prepavsal H will spread lefiward even o an on-
selless vonne].

(310  cmbwa yiange ‘my dog’ embwi “donge”
it likagwa “the iree fell’ it iree’

Therelore, as far as phrase level twone spreading is concerned, an onsetless vowel is in-
deed a legitimate tone bearer.

Further exemplification of the fact that onsetless vowels cannot bear tone (except
due 1o phrase level leftward spreading) can be seen in the form of cenlain nominal pre-
fixes. As the following data show, the noun class agreement prefix for “what kind® has a
I wne i the prefix has an onset consonant (this H spreads rightward by Tone Doubling).
[T the agreement prefix lacks an onscl consonan, the prelix has no I and instead |1 ap-
pears on the stem -14. These examples illustrate the nonprepausal pronunciativn,

(32) pu-ta... “what kind (cl. 3)" ki-fa... *what kind (cl. 77
gi-th. . “what kind (cl, 6)° #i-ti... “what kind (cl. 107"
e-li... “what kind (cl. %" a-1... “what kind (cl. 17’

The prefixes for demonstrative agreements have an analogous variation belween
having H tone and being toneless, as the following ullerance medial variants show,

(33)  bhi-ni... “those (el 2)° ki-ni... “that {cl. 7y
O-T . “that {cl. 1} e, “this {cl. 9"

The surface shape of the noun ¢lass agreement prefix on the modifier *some” si-
multaneously illustrates that an onsetless vowel cannot bear tone, and also Farther ex-
emplifics the prohibition against long onsetless vowels.
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{34) e-baa-ndi ‘some (cl. 2)° e-kii-ndi ‘some (cl. 7'
o-l0b-ndi ‘some {cl. 11)" a-kaa-ndi ‘some (cl. 12}"
-ndi ~ *some (cl. 17 e-ndi ~ ‘some (cl. 97"
w-ndi.... e-ndi...

The stem “some’ is underlyingly -ndi, and since the stem begins with an NC cluster, the
preceding vowel must be lengihened. In addition, the agreement prefix attached 1o this
stem is H toped. However, the language disallows the second of a sequence ol underly-
ingly adjacent H tones [rom surlacing, and therefore the H wone of the stem is deleted in
a=hii-neli Trom g-bad-ndi.’ Mote also that the agreement prefix is preceded by the pre-
prefix vowel. In the forms ondi and endr, the agreement prefix is onsetless, and therefore
it canned be long. Normally, the NC sequence would cause lengthening of the preceding
wvowel; lurthermore the sequence of two vowels in underlying foto/ and fetel (the first
vewel being the pre-prefix and the second being the agreement prefix) would fuse inle a
lomg vowel il there were an onset consonant. The onsetless prefix vowel also cannod hear
H tone, so there is no sequence of H tones, and therefore the underlying H of the stem
ndi 15 retained.

5. Deletion of ¥

This section considers ancther phonological problem which is related 1o the pro-
hibition against onsetless syllables in Kikerewe, namely the constraints on deletion ol v
It was nited in section 2 thal slem-initial v deletes optionally. The data in (35) provide
additional cases of this deletion of v. The underlying form of relevam words is directly
reflected in the surface form on the left, where w-deletion does not apply. In the variani
on the right, 1 has deleted, which alone would resull in a vowel cluster and a violation of
the Onset constrainl. The offending onsetless syllable is removed by general processes of
vowel merger.

{35)  ba-ka-yia hakééta “they called”
ha-ka-yomya bakoomya “they dried’
ha-ka-yiha bakeeha “they siale’
ha-yeta héeta “they call”
ha-yomya boomya “‘they dry”
hia-yiba héeha ‘ihey steal”

The same point is made in (36), which contains examples of the | pl. subject prefix f
whose vowel becomes w before another vowel, providing that v has deleted.

* Multiple adjacent H woned syllables appear freely in words, e.g. dmi “this {cl. 1)°. However those sylia-
bles bear a single H 1one which is multiply linked, due 10 postbexical 1one spreading.
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(36) lu-yéia Twecti “we call’
u-yomya twOOmya “we dry”
tu-yiha twecha “we steal”

The examples in (37) show that if the stem is preceded by the vowel-initial pre-
fixes for second singular or class 9 subjects, v may delete, and the vowel of the subject
prefix then becomes a glide, in order 1o give the resulting syllable an onset.

(37} o-yéa wEiti “you sg. call’
o-yiha wiihi “you sg. steal”
e-yibwa yiibwa “in (el. 9) was slen

In contrast, the data of {38) show that alter the 3 sg. subject prefix @, v may not
deleie.

(38)  a-yéta *he calls *{eleln
A-yOmya “he dries’ *{o)oma
a-yiba *he steals” *{e)eba

The reason why v canml delete aller this vowel initial prefix, but can delete alier other
vowel initial prefixes in (37), is that when preceded by /e or fod, the vowel of the subjec
prelix can be desyllabilied 10 form the onset of the syllable containing the stem initial
vowel. It is impossible 1o make g be a syllable onset, so deletion of ¥ would result in un-
resulvable vowel hiatus, Thus v-deletion is blocked afier the third singular prefix -a-.

The picture is more complex, a5 becomes clear upon consideration of the role of
the past tense prefix -g-. The examples in (39) show that while the 3 sg. subject prefix is
generally a, when it precedes the tense prefix -o-, il appears as v,

(39 a-ka-hala “he counted”
a-hazilé “he counted (yesterday)’
y-a-hilli *he just counted”

This allomorphy no doubt has a functional explanation. Given the expected underlying
form of the recent past tense form, fa-a-baliv, what would surface is |abala] (given that a
lomg vowel cannot surface in word-initial position). Such a form exists, but it is the ha-
hitual form ‘he counts’ (el [tubdla] ‘we count"), The selection of the allomorph -y for
the 3 sz recent past avoids an otherwise systematic neutralization between the habitual
and recent past,

Up 1o this point, y-deletion has been blocked from applying after the 3 sg subject
prefix a-, the reasen being that this prefix lacks an onset consonant, so deleting v would
worsen the situation with respect o violations of the Onset constraint. Since the v allo-
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muorph has an onset consonant, v-deletion should be allowed if the 3 sg. subject prefix is
followed by the prefix -a-, and the data in (40} show thai it is.

(40 ye-a-yesile yeesle ‘he called (today)’
w-a-yesile wegsile *you called”

Another restriction on v=-deletion i3 that it cannot apply iF the preceding syllable 1s
long. Consider the examples in (41). Here, a long syllable precedes v and v cannot delete

(41)  a-ha-ta-a-yesile “they whao didn’t call (rem)’ *ahatécsile
ha-ch-aa-vila “they are still calling” *hachéea
li-h-aa-yisile “they didn’t call (rem)” *lihétsile

The impossibility of y-deletion in this case is again the result of the Onset constraint in-
teracting with a constrain that processes of syllable destruciuring such as syncope and
glide formation do not destroy long syllables.® The effects of this constraint in Kikerewe
van be seen when the present tense prefix i optionally deletes, a phenomenon discussed
in section 3, Deletion ol kv 15 prohibited in (42}, where the prelix kv precedes the 1 sg.
object prefix ~n-/. Recall that preconsonantal i desyllabifies and compensatorily lengih-
ens the preceding vowel, as indicaled in section 3.

(42} bakuuniéckela *haanteckela “they are couking for me”
mukuundoiha *muundiuba *you pl. are following me”

Since the syllable kw is long in this context, it cannot be deleted, due 1o the consiraint
agains! destructuring a long syllable.

The lailure of y=deletieon aller a long vowel can be explained in terms of this con-
straint against destrecturing long syllables in conjunction with the principle that syllables
must have cnses, 15 v were deleted in (43), an onsel violation would result. The option of
fosing the two syllables into one is not available, since doing so would require destruc-
tion of a long syllable. Therefore the only solution is to block v-deletion.

43) *a o o o
K:- i {IA u
/} /| /

It is possible for v 1o delete after the tense prefix -g-, but only in case that vowel
heads a short syllable. Furthermore, the syllable containing @ will be shorl only in case
the preceding subject prefix was onsetless. If the preceding subject prefix has an onset

" S Onkden | 1995) for exmnples of the inalierability of long syllables i Kinsstumnbi.
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consonant, one finds standard glide formation and compensatory lengthening of 2. The
only way for @ to be short is if the subject prefix vowel directly syllabifies as the onset of
the syllable by core syllabification, which happens only when that prefix is onsetless.

(44} tweayttd “we just called” wayeti *he just called’
“twittd WEEtd idem

Another context where deletion of v is blocked 18 when v is word initial, As
shown by the examples in (45), v=deletion is impossible in the imperative, where the
stem 15 word initial,

(45)  yéa o eallt?
yaandika *{a)andika “weritel
yanika *anika *spread out w0 dry!”
yuovela *oyéla ‘aweat!”

Again, this [ollows from the pattern previously seen, namely that deletion of v is possible
anly in caze the vowel 10 the right can be preceded by an onset a1 the surface.

L8 Summary of anomalous paticms

To summarise the status of onsetless syllables in Kikerewe, 11 has been shown
that what appear to be onsefless syllables exist only in uiterance initial position. When-
ever iwo underlying vowels are concatenated, they fuse into one syllable, with compen-
sutory lengthening, so flu-a-bala/ becomes [twaabili] “we counted’. However, il the first
syllable is onsetless, there is no compensatory lengthening and the resulting syllable is
mongmeraie, and thus fo-a-halal becomes [wabala] *you counted”. This difference in the
compensatory lengihening concomitant of glide formation exists for underlying se-
quences of onsetless vowel plus vowel, but derived vowel sequences which arise by de-
letion ol v slways have compensalory lenglhening, even when the first vowel is on-
setless, thus fo-y@a/ surfaces as [weetd] “yoo call” and Au-y21a/ surfaces as [iwééia)] “we
call’. Deletion of v is constrained so that it does not increase the number of violations of
the Onset consteaint, explaining why deletion is barred in [aycta] *he calls’. Onsetless
vowels also cannot he compensatorily lengthened by the mora of & preconsonantal nasal
a5 shown by [endila] ‘leopard’; and FAnally, onsetless vowels cannot be tone bearing
units at the word level, though they may be TRLU s postlexically.

7. Explaining the anomalics

Given these facts, the question arises a3 o exagtly how these pallerns are ac-
counted for, While the Onset constraint is no doubt the ultimate driving force in these
anomalies, prosodic theory does not generally give any special status o an onsetless syl-
lable in the same way that a heavy syllable has a special status.” The hypothesis to be
explored is that the Onsel constraint directly causes onsetless vowel to have a special

" B sce Davis 1985 where such a proposal is made.
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structural status. It is claimed that, in essence, onsetless vowels do not define proper syl-
lahles,

One poszible tack 1o take in explaining the loss of the pre-prefixal H tone and the
lack of vowel length before the sequence N+C in endala ‘leopard” would be 10 assume
that the Onzet constraint prohibits the initial vowel from being parsed into a syllable, and
thus the word has the following representation.

(4i) a o
}

The prohlem with this approach is that it violates the commonly assumed principle (lio
1986) that segments which are not licensed by affiliation into prosodic streclure are de-
leted, so given (46), if such a principle is universal the unanached vowel e would incor-
rectly be deleted.

To wvoad this theoretical problem, we will consider approaches emploving non-
canonical prosodic structures for onsetless vowels. Two candidates stand om, drawing on
the theoriez ol anomalous syllables proposed by Downing (1993) and Piggoat (1995) in
dealing with unrelsted phenomena. Following Downing (19930 it might be assumed that
such initial vowels are moraically licensed but do not constitute syllables, as in (47a). Or,
following Piggott { 1994) one could pestulate that such vowels define svllables which
have no moraic value as in (47h).

(47} a. T " h. L+ s ad
"I'\_ ] .a,.p_'\ _."

u | M i ll.-"llII Bofu

| A | ] ag ol

e nda la end a 1a

Boih representations avoid violation of the Onset constraint, given in (4%) in moraic
lerms.

(48) *|p =
i
Under the moraic non-syllabic theery (47a) the initial vowel has no syllable so no viola-

tion of the Onsel constraint results, Under the syllabic non-moraic theory (47h), the
vowel has a syllable, but the first element in the syllable is not moraic. Either way, the



ONSETLESS 5YLLABLES IN KIKEREWE 1035

resulting structure does not have the configuration banned in (48). At the same time, the
viscalic segment is prosodically licensed,

Mow consider how these structural accounts might explain the fact that onsetless
vowels cannot be long; as shown in section 3, a mora deriving from a preconsonantal na-
sal which would otherwise cause lengthening of the vowel fails to cause lengthening if
the vowel 15 onsetless. As indicated in (49), the moraic nonsyllabic theory (reats on-
setless vowels as being licensed by a mora, bat thal mora is not part of a svllable, and on
The assumplion thal compensatory lengthening involves docking a floating mora o an
existing syllable, there is no syllable node Hor the nasal s mora o atach wo, hence there is
nu eompensatory lengthening*

(49 a o

R

Mo { i X u
i

T

'] nd

The syllabic non-moraic theory in (50} would block the affiliation of the nasal’s mora
with the syllable, since linking that mora 1w the syllable would create a regular syllable
and therelore a vielation of the Onset constraint, so the only way 10 avoid the onsel vio-
lativn is (o prohibit all moraic strecture, which hlocks transfer of the nasal’s mora.

(50 o o o
[0 ﬁ\‘ g

il

] nd a | =&

Thus buth structural accounts can explain lack of lengthening in an onsetless vowel.

Mowing to the fact that onsetless vowels are not proper tone-bearers, bith models
cin provide an explanation for this fact. As discussed in Odden (1994), there are a num-
ber of reasons for linking tones 1o syllables rather than moras in Kikerewe, and it will
therefore be assumed that tones link 10 syllables in Kikerewe. Under the moraic nonsyl-
labic account in (51, the [@ilure of onsetless vowels to bear 1one follows [rom the struc-
tural property that such vowels have no syllable nodes, so tones cannot dock 1o them.

* Another eonsidemtion may be called on o hlock himomic unsylinbified vowels, It is ofien assumed
{Zec 1988} that one mora of a long vowel is the bend mosa and the odher is & non-hend morn. IF the hend-
nanhead distinetion is 0 propery of the relntion beiween syllables and moms, no such distinction can be
maintnined for nn unsyllabified mora, Bt i therefore reascmable 1o assume that unsyllabified mors cannol
serve 1o define a long vowel, since they canmeit enter inte the headfnon:-head contrast which defines a
long vowel.
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(31 H H
a o o
A i
. .
ba ka Tuunduma a k a luunduma
“if they growl” “if he growls”

The syllabic nonmoraic account in (32) would assume a principle that although the wne
structurally links ws the syllable, it is the mors which s responsible for syllabic licensing,
amd therelore a syllable can bear tone only il it has a mora. Again there 15 a strectural
representation of the exceptional status of onsetless syllables with respect 1o one.

(52) H
|
a a
|
u
| |
a k a luunduma

Thus it would seem that aributing s special quasi-svllable stalus w onselless
vowels will resolve these two anomalies. However there are details that must still be ac-
counted for, The first is the fact that onsetless vowels actually can be tone bearers, at
lcast as far s the phrase-level throwback of final H tone is concemed. This could be
remuedied by assuming a postlexical syllable-fixing process which either assigns full syl-
lable status (o a vocalic mora as in (53a) or assigns a mora 10 the syllable in (33h), de-
spite the violation of the Onset constrainl.

(53} a o b o o
|
T = ' ra
|
l.'l.l. [+ [ 8 L 4

Another explanation for these facts will be considered momentarily.

The zecond problem has to do with the asymmetry between an onsetless vowel
which 15 underlyingly followed by a vowel, where there is ghde formation withowt com-
pensatory lengthening, versus a sequence composed of an onsetless vowel followed by a
vowel in a derived representation, where the second vowel is made onsetless by deletion
of v, Recall that in the latter case there is compensatory lengthening.
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(54) o-a-hala —  wabala you counted”
D-yeld — 0B =+ wedd ‘wou called

The question is how one accounts for compensatory lengthening in wéérd. Under
the moraic nonsyllabic theory, one could account [or this distinetion through a deriva-
tional difference, where one first constructs 8 monomoraic CV syllable out of a V-V ge-
quence by core syllabification based on the underlying lorm. A mora, bul nol a syllable,
will be assigned 10 the mitial vowel in evers. Subsequently, v-deletion eliminates the v,
which creates an onsel viodation that is repaired by glide formation. There is compensa-
ey lengthening in this kind of V-5 sequence, since the mitial vowel does have o mora.

(33)  v-a-bala w-yela wrderiving
o o

;":. /:L

H
| I,'.

! | 1
wa bala 0o ¥ e la core syllabification,
mrorification
kX
|
el
L wedeletion
a
H o
v
w e Cilide formation, CIL

The form wéerd is more problematic for the syllabic nonmoraic account. Under the as-
sumption that onsetless vowels are amoraic, there should be no compensatory lengthen-
ing since the initial vowel ought 1o have no mora.

(56) o

a—E—a0Q

(4] ta

The final problem has to do with the fact that there is compensaiory lengthening
in rwaareekd. Under the assumption thal onsetless vowels do not have regular syllable
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status, we would expect either the representation (57a) for the moraic nonsyllabic theory
or {57b) for the syllabic nonmoraic theory.

{51 a g o o
e
| i i

1
W

|
|-.'|a|uka

b o o o a
/ /
r'\ [
g | fpp i
| i
| i
1 u F it ¢« k=

As noted previously, a problem faced by the nonmoraic theory is that @ should have no
marra, %0 there would be mo explanation lor the long vowel.

A significant problem faced by both accounts is that they provide no explanation
for why there should be syllable merger in the first place. In particular, glide formation
and vowel merger could not be explained as they are elsewhere on the basis of the lac
that these restructurings eliminate violations of the Onsel constraint. Under either ac-
count in {37), the vowel g does not ectually violate the Onset constraint, and therelore
there would b no reason 1o restructure the prosodic properties of that vowel. To pre-
serve the explanation for syllable fusion, we must constrain degenerate syllables so tha
they do not exist word internally — in fact, they will be allowed only ai the beginning of
the uiterance, which is to say that degenerale syllables are subject to a peripheralily con-
strainl. This suggests another device will be useful in sccounting for the special proper-
ties ol onsetless vowels, that is, they might be extraprosodic.

A solutien (o the positional limitation on the special struciure ol asyllabic vowels
in the moraic nonsyllabic theory is based on structural limits on extraprosodicity, Fol-
lowing Inkclas ( 1989), Downing (1995), it is assumed that an extraprosodic element is
one that is comtained within the morphological constituent which firms the hasis for
constructing a given prosodic domain, but which 15 nol a member of that prosodic con-
stituent. For Kikerewe, it is assumed thal prosodic words may only dominate syllables.
The postlexical phrase that organises sequences of words dominates only words (a1 least
preferentially). However, a phrase can also dominate a mora, a5 in (58).
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i ﬁ?\

o W @
G o o
]
e
e
..I. I. _|II
woakl o hims s

Under this proposal, an ensetless vowel will md he par of the phonological word
Al least ag [ar a5 prosodic phenomena are concerned, and therefore 1 wone cannot be as-
signed o it at the word level. However the syllable can be seen ar the phrasal level, and
thus is eligible 1o be the target of prepausal H tone throwback ” Thus, no special read-
Justment is regquired 1o explain the [act that at the phrasal level, an onsetless vowel can be
a hearer of 1one.

8. Conclusions

In conclusion, it has been shown that onsetless vowels have a number of peculiar
phomulogical properties in Kikerewe, a fact which can be traced w the desire 1o avoid
unsel violations. 11 has been argued that this results in a special struciural status for such
vowels. Two models of that special status have been considersd: these vowels might be
licensed by a mora but are not part of any syllable, or they might be syllabified with no
mora. Either structure results in 8 prosodically licensed vowel which does not violate the
onsel constrainl. OF these proposals, the moraic-licensing account is befter able to handle
the asymmetry between /V+V/ syllabification withoul compensatory lengthening versus
ACVANY syllubilication with compensatory lengthening. Under both proposals, this spe-
vial siructural eonfiguration is allowed only utterance-initially, which can be handled by
appeal W extraprosodicity.
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Exceptional degree markers: A puzzle in internal and external syntax®

Amaold M. Zwicky

0. Introduction. Most approaches to syntax — especially, but by no means
exclusively, monostratal approaches = adopt (whether explicitly or implicitly) very
restrictive assumptions about how the external and internal syntax of an expression can
be determined.

COne of these is the principle of Strictly Categorial Determination below, according
to which, both with respect to the external distribution of an expression and with respect
to ifs internal makeup, the only thing that matters about it is its category, its properties as
a whole. External syntax cannot “look into’ an expression, nor internal syntax “look out®
from it (The apparatus of *X-bar syntax’ — see Kornai & Pullum 1990 - can in fact be
seen as designed to ensure Strictly Categorial Determination.)

Strictly Categorial Determination: The category of an expression (a) entirely determines
its external syntax and (h) is entirely determined by its intemnal syntax.

Another is the principle of Strictly Local Determination below, according to which
syntactic rules look “out” only al sisters {not nieces, mothers, aunts, or more distant
external relatives) and ‘in" only at danghters (not granddanghters or more distant internal
relatives).

Strictly Local Determination: Both the external and intemal syntax of an expression are
determined strictly locally — (a) its external syntax by its strictly local external
context, that is, by the properties of its coconstituents and its relations to them, and
(b) its internal syntax by its strictly local internal context, that is, by the properties of
its immediate constituents and the relations between them.

I should point out that nonlocal determination is really troublesome only when
there is no finite bound on the distance between the determining and determined elements

= My thanks to Yongkyoon Mo, Geoffrey K. Pullum, and Thomas Veatch for
comments on earlier versions of this note. An intermediate version was
completed at the Center for Advanced Study in the Behavioral Sciences and
delivered as a paper at the 1992 annual meeting of the Linguistic Society of
America and then at Indiana University in September 1992; my thanks to the
Center for its hospitality and to the Ohio State University for sabbatical year
support in 1990-91. This is the version of 3 September 1994, written to honor
Paul M. Postal on the occasion of his 60th birthday.
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{sex Mo 1920, 1991), For external syntax, for instance, ordinary “depth-0" mules, in which
sister constituents determine one another’s properties, can be augmented by a system of
depth-n rules, in which one constituent determines properties of an #-depth daughter of
another, without any alteration in the stringsets admitted or the tree structures agmittl:d.
Mevertheless, there is something especially attractive ahout a syntactic framework in
which the only constituents that can constrain one another are those that are especially
close to one another structurally.

In any case, apparent exceptions 1o one or both principles abound, *Extraction’
constructions, for instance, appear to violate both: a VP with an XP missing somewhere
within it has a different external syntax from a VP with no extracted XP, yet both are
WPs; and VPs of both types can have immediate constiteents that are identical in the
relevant respects, as are meer people from (as in Which cities did you meet people from7)
and meet people, both composed of a V and its direct object NF. In this case it has been
argued that ‘missing an XF' is in fact a property of ¥Ps as wholes, that is, that missing-
an-XP is one of the features that together can characterize a category; ¥P and VP-
missing-an-XP are distinct categories. In addition, it has been argued that this feature is
shared between a mother category and at least one of its daughters, so that missing-an-XP
on the VP meet people from is in fact determined by a daughter of this VF, the NP peaple
from {which, on this analysis, is also missing-an-XP), and is only indirectly determined
by its preat-granddaughter, the missing NP object of the P froen. (This is the treatment of
extraction in generalized phrase structure grammar, as in Gazdar et al. 19835.)

There is a substantial literature on one large class of apparent exceptions to Strictly
Categorial Determination, and usually to Strictly Local Determination as well, namely
constructions involving ‘shifts’ in rank (word, phrase, or clause) or category. (See
Subramanian 1991 for a survey of relevant phenomena.) There is, for instance, a rank
shift when thar-marked finite clavses oceur in noun phrase positions, in particular as
subjects (That pigs can't fly distresses me) or objects ([ concluded that pigs can't fiv), and
there is a category shift when gerundive verb phrases (Pullum 1991) occur in such
positions (Your rebelling against these ideas distresses me, | am distressed at your
rebelling against these ideas). In both cases there is a mismatch between the external
syntax of a constiteent (which is that of an NP in both of these examples) and its internal
syntax (which is that of § and VF, respectively), against the predictions made by Strictly
Categorial Determination.

Almost invariably, such examples present problems for Strictly Local
Determination as well, MNate that tha-marked clauses don't have the full external syntax
of MPs, since they don't occur as objects of prepositions (*f am distressed ar that pigs
can't fly), and that gerundive verb phrases don't have the full external syntax of NPs,
since they don't have possessive forms (contrast the purpose of your talking to me with
*your talking to me's purpose, and note the acceptability of the person talking fo me's
purpose). That is, there are restrictions on the distribution of these expressions that will
not be accounted for merely by assigning the category NP to them: their external syntax
needs to see ‘inside” this NP

In another class of phenomena, only Strictly Local Determination is threatened.
These cases involve one constituent’s requiring that a sister constituent have & particular
lexical item as one of its daughters; the selection is then apparently of a niece.

Sometimes these selections seem like idioms; this is the case for English verbs that
require particular prepositions marking their ohjects: rebel against these ideas, adhere 1o
no religion, agree with your objections, resign from their posts, and so on. Sometimes
these selections involve *grammatical words', like the preposition af in a lot af books or
the infinitive marker to in f wonf fo go; again, the selection is apparently of a niece., Since
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the selection, in both situations, is so item-specific, there is a strong inclination for
analysts o treat the determining element and the determined element as forming a
syntactic unit (rebel agains, a lot of, want to); this inclination is especially strong when
the elements are fused phonologically, as in alotta books of [ wanna go. Nevertheless, in
the interesting cases there is evidence that determined element forms a syntactic
constituent with the material that follows it, not with the first element: for instance, the
extraction in To which ideas did they stubbornly adhere? and the zeroing in A fof of books
were destrayed, but then a lof were saved.

This paper investigates an English construction that appears to run against both
principles; it presents some characteristics of the shifting examples and some of the
niece-selection examples. An expression like foo big is an AdjP with Deg and Adj as its
immediate constituents, yet its external syntax is not that of other AdjPs like very big and
maore extraordinary; instead of combining with N to make N” (a5 in very big dog, more
extragrdinary idea), it combines with an NP with the particular determiner a to make NP,
as in fae big a dog.

These facts about degree modifiers are problematic for Strictly Categorial
Determination because on the basis of its internal makeup roe big is simply an AdjP, as is
veery big, yet on the basis of their external distributions the two expressions belong to
different categories. In this respect, the construction is much like the shifting examples [
mentioned above.

These facts are also problematic for Sirictly Local Determination, because foo big
determines not merely the category NP of its coconstituent, but also internal properties of
that NP: the fact that the NP has the immediate constituents Det and N, and that fact that
the Det in question is the specific item . In American dialects with the variant too big of
a dog,! the nonlocal determination extends throngh two levels, to the determination bath

1. This variant has not escaped the notice of speakers of other varieties, including both
syntacticians (Abney 1987: 324 and Radford 1993: 85) and mildly alarmed non-
linguists, as in this short piece on the New York Times editorial page from Sunday 8
March 1992:

It was one, maybe two years ago that the woman first noticed it: the way
the "of”" was showing up where it wasn't needed, She'd overheard
somebody describing something as “not that big of a deal.”

“Isn't that strange,” she mused to a friend, who said promptly: “Not at
all. It's a regionalism. After all, New Yorkers are always talking about
the Port of Authority "

... Then, however, multiple “ofs” started popping up on her soap opera, a
monument to misused words that is taped in Los Angeles. Lunch was
not “that big of a meal”™; a dress had not “that short of a skint.™

Finally, last week, the driver of the Eighth Avenue bus announced that
the time was 10 AM., and that it was not “that good of a day.”

Clearly, “of" is now something mare than a mere preposition. It's a
ViTus.
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of the P of and also of the Det a. That is, the construction presents the same sort of
difficulties as the niece-selection examples | mentioned above,

I will be arguing here that the apparent violations of Strictly Local Determination
engendered by exceptional degree modifiers fall in with a large number of other situations
in which ‘particle words® like the indefinite article @ in English mark syntactic
constructions. 'What is called for in such eases is a feature on the relevant mother
constiteent (for instance, the modified NP in too big a dog), a feature realized on a
daughter of this constituent (here, the Det daughter a).

T will also be arguing that the apparent violations of Strictly Categorial
Determination have a natural analysis, but not one involving garden-variety
determination of features, Instead, what is needed 15 the ability to refer directly (o the
specific construction exemplified by &n expression.

1. Two types of degree modifiers, Degres modifiers of adjectives in English fall
into two groups according to their distribution:

(1) Degy:
very, rather, quite, pretty,...
Ady-ly
more {...than S/NF)
most [absolute]
the most {...of NPW(...that 5}
not tooso ‘not very”

(2} Degs:
50, ..that 8
S0 [emphatic], that
as...as S/NP
toa (.,.(for NF) to VF)
more {,,.than NP [in negative contexis)
how, however

Adverbs of bath groups are availahle to modify predicate adjectives:

{3) & This shrub is very/ratherfenormously/most/SOVtoo impressive.
b. These shrubs seem too dense for us to drive through.
€. My current class is becoming more inquisitive than last year's.
d. How impressive have the candidates been?
e. However impressive this shrub is, I still don't want a garden.

The groups split in their behavior with prenominal adjectives, however.

This use of of is presumably an extension of the rule for NFs with quantity {rather than
degres) modifiers like more, less, enough, and a bit, in combination with singular count
nouns: more of a liar, enough of a linguist, a bit of a charmer. Baker's (1989: 331)
version of this rule is '(74) A nn-ur}phms: can consist of a quantity phrase followed by
an gf phrase, where the object of af is a noun phrase introduced by ain)."

2. The negative-polarity item more that is a Deg, modifier differs from the ordinary, Deg,.
modifier more in other ways: Deg, more doesn't alternate with —er (I"ve never seen

maore handsome a dog, *I've never seen handsomer a deg), while the Deg, does (['ve
never seen a dog that was more handsome, I've never seen o dog thar was handsomer).
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Deg, + Adj has essentially the distribution of Adj alone; it combines with a bare N,
o yield an expression with the same distribution as that of N.3 Thus, the expressions in
(4a) all have essentially the same distribution, that of singular count Ns; the expressions
in (4b) all have essentially the same distribution, that of plural count nouns; and the
expressions in (4c) all have essentially the same distribution, that of (singular) mass
AOUNS.

(43 a shrub, impressive shrub, very/most impressive shrub,....
b, shrubs, impressive shrubs, very/most impressive shrubs, ...
¢. shrubbery, impressive shrubbery, very/most impressive shrubbery,...

Things are different with Deg, + Adj, which has a new distribution. It combines
with no bare Ns at all -

(5) a *too'how impressive shrub
b. *toohow impressive shrubs
c. "too/how impressive shrubbery

= but instead combines only with a particular kind of indefinite phrase: an NF with the
determiner a, or (in many American English varieties) a partitive PP with such an NP as
the object of the P of. Given that the NP must be indefinite count singular, these
prenominal modifiers are possible only for singular count Ns:

(6) a toohow/thal impressive a shrub [standard]
b. too/howithat impressive of a shrub [dialectal]

One peculiar consequence of these restrictions is an asymmetry in the relationships
between statements (a5 in (Ta-¢) below) and yes-no questions (as in (7a'c'). For
prenominal adjectives, it is impossible to question degree merely by substituting the Deg,
WH word how for an ordinary (Deg,) degree modifier:

(7} & They saw a very impressive shrub.
a'. *A (just) how impressive shrub did they see?
b. They saw very impressive shrubs,
b". * (Just) how impressive shrubs did they see?
. They saw very impressive shrubbery,
. * (Just) how impressive shrubbery did they see?

For singular count nouns there is a grammatical Deg, alternative to the ungrammatical
(7a"), a5 in (8). But there are no such alternatives for (7b") and (7c'); instead, a large-
scale shift to a predicative construction, as in (9), is required.

(8)  (Just) how impressive a shrub did they see?

{Just) how impressive were the shrubs that they saw?

{9 was the shrub
{ was the shrubbery

3. That is, the resulting expression is a phrase, not a word, but it is not NP, since it is
syntactically unsaturated — N', ar N, in systems where a syniactically saturated non-
headed expression is N2,
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In any event, Deg, modifiers act like well-behaved modifiers, while Deg, modifiers
present a number of puzzles with respect to the relationship between the internal and
external syntax of the AdjPs they participate in (which I will refer to as *AdjP," and
*AdjFy’, without intending these as anything more than ad hoc labels). The internal
syntax of bath AdjP, and AdjP; appears to be simply Deg + Adj, and there is no evidence
that I know of, beyond the facts in (4)-(6), that wouold argue that the AdiP; and AdjP;
have different category or bar-level assignments; both have predicative function, as in
(3, and can participate in though-fronting, as in (10).

(10) Rather/Too big though the box was, we tried to lift it.

AdjP,s, then, have the following external properties that distinguish them from
AdjPys: (A) they combine with NP {or PP), rather than with some hare N-type
constituent; and (B 1) they require an NP with the indefinite article, though other
properties of this NP are free, as the questions in (11) illustrate In addition, (B2} in
dialects where AdjP,s combine with PPs, the P must be the (partitive) of, and requirement
(B1) must still be satisfied for the object of this P.

{11} How big a (kind of) new shrub from France were you thinking of buying?

These properties present two different sorts of theoretical difficulties. What
property (A) means is that AdjP,s are exceptions to the generalization that the external
distribution of an expression type is predictable from the distribution of its head — on the
assumption, of course, that Adj is the head in Degy + Adj as well as in Deg, + Adj. The
distribution of AdjP; is determined in part by its Adj constituent, in part by its Deg
constituent. What properties (B1) and (B2) mean 15 that a determining element (AdjP;,
hers) can place requirements on a niece (a in how big a problem, of in how big of a
prablem) or even a grand-niece (a in how big of a problem), as well as on a sister. Both
of these theoretical difficulties have parallels that have been extensively treated in the
syntactic literature.

2, Partitive uses of of. I'll take the properties up in reverse order. Property (B2) is
familiar from the many instances of *grammatically used’ Ps in the languages of the
world. Indeed, English has plenty of other grammatical uses for the P of, including a
wide variety of constructions in which a PP headed by of combines with a constitsent of
category N, as in (12). The guantifier constructions in {12a-d) are especially interesting
here, in that they exhibit both different requirements on the ohject NP (in (12a,b) this can
be any definite NP, while in (12c.d) only certain sorts of bare-N objects are permitted)
and also different conditions on the occurrence of of (in {12a,c), af is obligatory, while in

4 Baker's (1989: 327) rules for prenominal modifiers simply stipulate the indefinite
article and the class of exceptional degree modifiers, and in fact mention the Deg, class
twice:

{58) A common noun phrase can consist of an adjective phrase followed
by a smaller common noun phrase, with the following restriction: The
adjective phrase must not include a complement and must not be
introduced by as, so, that, or foe.

{59 A noun phrase introduced by a(r) can be combined with a
preceding adjective phrase introdeced by one of the degree words as, 5o,
that, and too to form a larger noun phrase.
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(12b.d) thers are alternatives without of, and in still other constructions, like every
problem, there is no alternative with o).

(12) a. afew/lot of these problems, two'some of your best friends
. bath (ef) these problems, all (of) your best friends

. a lot of problems/nonsense

. a couple (of) problems

. acup of tea, three sheets of paper

. a skirt of leather, a desk of teak

a vase of flowers, a garden of weeds

. the problem of bank failures

the department of student affairs

the secretary of the sociery

. the last pages of my novel

. a friend of my cousin’s

m. a photograph of my dog

n. the restorationrestoring of old paintings by artisans

o, the disappearance of the dodo, the singing of my friends

mETTTRE A AOOR

What we want, here and in a great many other situations, is a general scheme for
describing the selection of PPs with particular (grammatically used) head Ps. This is
achieved by treating the Ps in question as paralle] to inflections on NPs, that iz, as the
realization of a case feature on PPs. Noting the use of of in (12n,0) to mark direct objects
of transitives and subjects of intransitives, and observing that of seems to be the default,
general-purpose, P in English, T will use the label Absolutive for the case of PPs with aof
as head. (MNothing that is crucial to this discussion hinges on the label, or on my decision
o posit only one case flagged by of, rather than snwmﬁsﬁ: constructions in {12} then
all involve the combination of an N-headed constituent and a PP{Case: Absolutive], and
MPs like those in (6b) — dialectal foofhow(that impressive of a shrub — involve the
combination of an Adj-headed constituent and a FP[Case: Absolutive].

3. Selection of the article a. Propery (B1), the selection of NPs with the particular
determiner a, is again an instance of a much more general phenomenon, the selection of
XPs with particular specifiers in them. This is what is going on in constructions m:lulring
marked infinitives, that is, VPs with the specifier fo, as in (13). It is also what is going on
in the selection of predicative (nonreferential) NPs in (14), where singular count MPs
must have the determiner @, and in the selection of NP sisters to the exclamatory
determiners such and what in (15), where again singular count NPs must have the
determiner a; in neither case will a bare N do, nor will some other indefinite NP.

(13)  am to leave soon, try to sing, expect them to be angry,...

(14) a. bea poor spy
b. *be poor spy
c. *be one poor spy’

(15) a. Such/What a {good) dog!
b. *Such™What (good) dog!
<. *Such/What one {good) dog!

5. The NP in (14¢) is to be read with unaccented ome; one here is the ordinary, non-
exclamatory quantifier. The exclamatory NP in Kim is ONE poor SPY needs a separale
analysis.
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In such cases, we take the particular specifier to be the reflex of a grammatical
category on XP, just as we took a particular grammatically used P to be the reflex of a
prammatical category on PP. For infinitival io, for instance, Gazdar et al, (1985) take the
specifier to be a reflex of the feature value VEorm:Inf on VP; this feature value is
governed by particular classes of verbs as in (13), or is otherwise selected in panticular
constructions (infinitival complements, infinitival relatives, infinitival purpose clauses,
and the like). A parallel treatment of the singular count NP examples in {14) and (15},
and in (6a) above (toalkowithar impressive a shrub), takes the specifier a to be a reflex of
a feature value on NP (say, NForm:Indef; again, the label is not important, so long as this
feature value is kept distinct from whatever distinguishes indefinite from definite NFs in
general); this feature value is governed by AdjP, in (6a), governed by a particular class of
determiner Ns in (15), and selected in the predicative construction in (14).

The feature value VForm:Inf is part of a systemn of values Tor VForm (the rest
of which are realized by inflectional morphology rather than by a separate word) and of
values for other features for ¥ (among them, a feature diztinguishing finite ¥Ps from
nonfinite ones). Although it is not my purpose here 1o give a full description of NPs and
their features, I do want to point out that the feature value NFom:Indef is also part of a
system of other values (MForm:Def, for instance, realized by the article the) and other
features. In particular, NForm:Indef interacts with such other NP features as Count and
Mumber to give the paradigms in (16) for the predicative construction and in (1 7) for the
exclamatory determiner construction. The AdjP; construction differs from these in
governing not only NForm:Indef but also Count:+ and Number:-, as illustrated in {18).

(16) a. bea poor spy
b. be poor spies
. be human rubbish

(17) a. such/what a good dog
b. suchfwhat good dogs
c. such/what nice shrubbery

{18) a. toahow impressive a shrub
b. *toothow impressive shrubs
c. *toohow impressive shrubbery

We have already seen other instances of MForm:Indef, on plural count and singular mass
MPs, in the quantifier constructions of (12¢) (a lot of problemsinonsense) and (12d) (a
couple (of) problems).

4, Determination at two levels, We are not :Iu.im finished with (B 1) and (B2),
however, Dialectal variants of the AdjP, construction (foe big of a probiem) and
quantifier constrections like a for qum.ﬁ!enu still appear to involve the determination of
properties on a niece rather than on a sister, since in both a modifier phrase (AdJP roo big,
determiner NP a [or) determines not only a feature value, Case; Absolutive, of its sister
but also a feature value, NForm:Indef, of one of the constituents of thar sister, namely the
NF object of of.

Once again, the problem is not some small detail in the analysis of a couple of
English constructions. As I note in Zwicky (1992), it seems to be a general property of
case-marking by Ps that the Ps are mere flags of the case and that the external syntax of
such PPs follows from the properties of the NP objects in them {except of course for the
requirement that particular Ps be present). In particular, verbs show agreement with
features of such P-flagged NPs. What we have in too big of a problem and a lot of
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problems is the expected counterpart to these agreement facts: povernment of features on
P-flagged NPs.

It is not entirely clear what sort of general account should be given for these
characteristics of P-flagged NPs. In Zwicky (1992) I provide a scheme for using the
Head Feature Convention and the Control Agreement Principle of Gazdar et al. (1985) o
this end. This scheme also relies on the fact that NP and PP together constitute a
category, [V:-]F; values of the Case feature are assigned to this category, which is then
further specified as [N:4] or [N:-] depending on which value Case has, The category
[V:-, N:-]P (= PP) branches inta [V:-, N:-] (= P} and [V:-, N:+]P (= NP}, and the other
features of the mother PP are distributed some to the P daughter and some ta the NP
deughter, In particular, a PP with the feature values Case:Absolutive and NForm:Indef
should have the former distributed to its P daughter and the latter to its NP daughter.

In Zwicky (1993) I suggest that the problematic characteristics of grammatically
used Ps are in fact shared with a number of other classes of constructions, all of which
have fallen under the umbrella of “specifiers’ in the recent syntactic literature: anxiliaries
in combination with main verbs, determiners in combination with main nouns, and
complementizers in combination with clauses. My conclusion in this more recent
i5 that these problematic constructions involve two constituents, one of which bears
certain characteristics of the central element in the combination, the other of which bears
certain other such characteristics. For P-Alagged NPs, we want to say that the P can

overn the NP and agree with it (and therefore acts like the ‘head” internally), but that the

F can also be governed externally and can control agreement on external constituents
{and so acts like the “head' externally). Such a proposal connects the analysis of P-
flagged NPs to the analysis of a variety of other construction types, but in itself provides
no mechanism for the distribution of features,

5. Apparent non-local effects of Deg,. Up to this g:.‘l'ﬂ:ll, I have used *AdjP," and
*AdjP;" as ad hoe labels for the distinction betwesn AdjPs with modifier daughters that
are Deg, and those with modifier daughters that are Degs. In contrast, the distinction
between Deg, and Deg; is a genuine (subjcategory distinction. What makes property
(A), the fact that AdjF,2 combine with NP or PP rather than with a bare N-type
constituent, problematic is that AdjP appears to “inherit’ this distributional peculiarity
from & (Deg.) modifier, rather than from its head Adj.

Given the discussion that hags just preceded, a natural suggestion to make is that the
Deg, + Adj construction is another one in which the charactenistics of the *head” are split
between two constituents. The suggestion would be that Deg,s are ordinary modifiers,
but that Degys are specifiers, and have some “head’ charactenistics — at least the
characteristic of participating (as the govemor) in external government. This proposal
would be hard to square with the fact that the Adj, in Deg, as well as Deg, combinations,
does most of the work in determining the extemal distribution of an AdjP. Whether an
AdjF is attributive only, predicative only, or both (see the survey in Quirk et al. 1985:
secs, 7,31-39) is determined by the Adj in it; the attributive-only Adjs in { 19a) remain
attributive-only when modified by Deg) as in {190) and by Deg, as in (1%9¢), and similarly
for the predicative-only Adjs in (20a).

(1% a. aclear failure, a strong opponent, an occasional visitor
h. @ very clear failure, a most strong opponent, a not so oecasional
visitor
¢. 8o clear a failure, that strong an opponent, how occazsional a visitor
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(207 a. be faint, be afraid, be fond of nuts
b. be extremely faint, be most afraid o speak, be not too fond of nwrs
¢, be as faint as Pat, be too afraid, be 5o fond of nuts that they'll
eal acorms

Instead, the Deg, facts should be seen as falling in with a large number of other
situations in which the external distribution of a constituent 15 determined in part by the
specific construction the constituent is an instance of. Properties of head words (in any of
the senses of ‘head’) make a contribution to the external distnbution of constructions, but
they are not the sole determinants, and sometimes they are virtually irrelevant.

Consider, for example, the distribution of passive VPs like those in (21}, or
fronted-WH clauses like those in (22).

(213 made in America, not constructed by elves, given little money
(227 what the butler saw, when [ gave them the money, how we sang

The head V of a VP in (21) has properties that contribute to determining the distribution
of the WP, in particular, to determining its ability to occur as a complement to the verbs
be and get: its past participle inflection and its membership in a particular subcategory of
transitive Vs, But the absence of a direct object also makes a contribution: made these
automobiles in America cannot be a passive VP. What makes a constituent a passive VP
is an assemblage of propertics that can be manifested in several different places. The
Ejin[ is even more striking for the clauses in (22), where the properties of the head ¥

ave little to do with determining their distribution, in particular, with determining their
ability 1o occur as objects of verbs like wonder, ask, and realize. The main thing that
makes a clause a fronted-WH clause is its initial WH-containing phrase, and that is a
specifier rather than a head.

Instead of rigging things so that a VP can ‘inherit’ the property of being passive
frotn its head, or that a clause can ‘inherit’ the property of being a fronted-WH clause
from a non-head constituent, what we want to say is that cenain other constructions call
far certain specific subconstructions (see Zwicky 1987, 1989, 1994). Thus, a rule
describing VPs composed of a head ¥ be or ger and a VP complement 1o that head will
require that the VF complement be an instance of Construction 53, the passive VP
construction. And a rele describing VPs composed of a head V (in a rather large class of
verbs of specch and mental action) and a clausal ohject of that head will require that the
ohject be an instance of Construction 167, the fronted-WH-clause construction.

What we then want to say about Deg, + Adj combinations is not that the AdjP
‘inherits’ some property from its Deg, constituent, or that the Deg, constiteent is in any
sense a "head’, but that there are two distinet rules combining AdjP and an M-type
constituent, the first of which calls for an AdjP that is an instance of Construction 235
{the Deg, modification construction), the second of which calls for an AdjP that is an
instance of Construction 470 (the Deg, modification construction). In semewhal maore
detail:

(23) Constroction 236: N can have as constituents & Construction 235 AdjP and a
bare N: very impressive + shrub.

(24) Construction 471: NP can have as constituents a Construction 470 AdjP and an
MWP[NForm:Indef, Count:+, Number:-]: foo impressive + o shrub, [standard]
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Construection 471°: NP can have as constituents a Construction 470 AdjP and a
PP[Case: Absolutive, NForm:Indef, Count:+, Number:-]: foo impressive + af a
shrub. [dialectal]

6. Postmominal medifiers, One consequence of allowing direct reference to
specific constructions is that the same construction can be called in more than one rule.
Multiple invocations (Zwicky 1989) of the same construction are in fact quite common.
For instance, the various interrogative, clause-initial focus, and subjunctive sentence
types in (25) all invoke the subject-auxiliary inversion construction.

{25) a. Have you seen Terry?
. You haven't seen Terry, have you?
. Who have you seen?
. I saw Terry, and so did you.
Mot a person have [ seen.
Had I seen more people, 1 would have stayed.
. May we never see another day like this one!

mohtan o

As it happens, the Deﬁtmodiﬁer construction (Constraction 470) is invoked by at
least one rule in addition to the one for NPs like roo big a dog (Constrection 471). This is
a rule for one type of postnominal modification.

There seem to be four relevant generalizations about postnominal AdjPs. (There
are additional generalizations for other t of postnominal modifiers, including relative
clauses, icipial VPs, and adverbials_) first of these is that postnominal AdjPs
must be licensed as predicative AdjPs; attributive-only AdjPs like those in (1%a) do not
occur, in the appropriate senses, postnominally, and (with only a handful of types of
apparent exceptions) there are no postnominal AdjPs that cannot occur predicatively:

(26) a. *a visitor more occasional than most, *an opponent too strong to
resist ‘someone who opposes too strongly (o resist’
b. many people fond of nuts, two friends afraid that the world
would end

The remaining generalizations presu this association between predicative
occurrence and postnominal occurrence. The second generalization is that for the
compound inl:l:ﬁﬁ?ﬂ: pronouns (anyone, nobady, something, etc.) a modifying AdjP must
be postnominal, but otherwise can be any available AdjP, even a single word; contrast the
{grammatical) AdjPs following indefinite pronouns in (27a) with the (ungrammatical)
ones following indefinite NPs with nonpronominal heads in (27b):

(27T} a. anything useful, no one tall, someone extremely entertaining,
everything helpful to the homeowner, nobody that tall
b. ®any proposal useful, *no person tall, *some linguist extremely
entertaining

The third is that any available AdjP containing a complement can be used as a
postnominal modifier, as in (28a). In general, postnominal AdjPs without a complement,
even if they have premodifiers to make them longer, heavier, or more complex, will not
do; see (28b).
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(28) a. many faces bright with joy, a linguist more impressive than
Chris, several candidates too impressive to ignore
b. *many faces very bright, *a linguist most impressive, *several
candidates not especially impressive, *a person more impressive

The fourth generalization — the one of interest in this note — is that AdjP,
postmodifiers are always acceptable, even if they don’t have complements:

(29) any person softhat/as impressive, no linguist more impressive,
any candidate too fired

Here we have another rule that refers (o Construction 470 AdjPs.

7. Conclusion. I have now argued that the apparent failures of Strictly Local
Determination in AdjPys involve the ment of features by a functor (modifier)
constituent on a nonfunctor (modified) coconstituent. These features include
Case: Absolutive and NForm:Indef,

All the fundamental theoretical assumptions of this part of the analysis receive
support from a variety of phenomena in a number of languages: use of values of the
feature Case to describe “grammatical” adpositions as well as inflections; reference (o an
XForm feature in describing types of XPs; realization of an XForm feature in
grammatical marker words, or flags, as well as in inflections; the Pnssibility that in
relationships of government and agreement, grammatical adpositions are transparent, or
disregarded; recognition of very eccentric subcategories of major categories like V and N,
including one-member subcategories; a split between a functor XW “head” constituent
and an XP “base’ constituent (both of them head-like in one way or another) in certain
sorts of specifier constructions; and the possibility that such a head can govern features
on its base.

I have also argued that the apparent violations of Strict Categorial Determination in
AdjP;s involve the selection of constituents exemplifying specific constructions
(Construction 235, Construction 470).

Having one construction invoke :ra:':l'u: other constructions in this way 15, like the
other theoretical assumptions in my analysis, supported by a variety of phenomena in a
number of languages. It is argued for by Zwicky (1987, 1989, 19494), Yilimaa-Blum
{1989), and Kuh (1990), in an approach that has developed from GPSG, and it is central
to the "construction grammar® of Fillmore and his associates (see Fillmore 1988 and
Lambrecht 1990 and items cited by them), which has developed separately; see also
Manaster-Ramer 1987 and Zadrozny & Manaster Ramer (19940).

It is true that the individuation of (and reference to) constructions in this fashion
runs directly counter to much “principles and parameters” and “minimality” work of
recent generative syntactic theory, but Pullum & Zwicky (1991), at least, argue that the
elimination of parochial (that is, language-particular) constructions in favor of universal
principles (plus parochial parameter settings) is exactly the wrong theoretical move to
make.

This paper is thus another chapter in the great book of parochial constructions —
understanding, of course, that the component syntactic conditions of a parochial
construction will themselves be chosen from an inventory of possible syntactic conditions
that is universal. And this paper continues the line of research initiated by Perlmutter &
Postal’s (1977) constructional analysis of the passive, in explicit opposition to versions of
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generative syntax that dissociate the formal conditions in a construction from one another
and from the semantics they jointly convey.
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