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A Note from the Editors

The collection of papers in this volume represents a sampling of research by
graduate students and faxuicy of the Department of Linguistics at the Ohio State
University, This volume is devoted to works in Phonology, including works on
the distinctive features of vowels (Mary Bradshaw, Mike Cahill, and Frederick
Parkinson), prosodic structure {(Rebecea Herman), phonological variation (Hyeon-
Seok Kang), tone (Nasiombe Muotonyi and R. Ruth Roberts-Kohno), and
reduplication (David Odden and Robert Poletio).

Two regular volumes of the Working Papers in Linguistics appear
annually, an autumn izsue and a spring issue. The autumn issue is a collection of
works from different areas of linguistics, while the spring issue focuses on a

icular subfield. In addition to the two regular publications each vear, special
1ssues may also be published dealing with specific topics in linguistics.
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05U Working Papers in Linguistics, 1-11

One-Step Raising in Gbanu®

Mary M. Bradshaw

§0. Introduction

This paper presents data from the Gbanu language which illustrates ome-step
raising of vowels. This vowel raising poses serious challenges 1o feature models in
which vowel height is represented with the features [high], [low] and [ATR]. On the
other hand, feature models in which vowel height is represented by a uniform feature
arrayed on different tiers handle the same data in an elegant fashion.

In many vowel feature geometry models (Odden 1991, Sagey 1986), vowel
height distinctions can be made only with the features [high] and [low]. Furthermore,
[ATR] can be used as a kind of alternate height feature when a vowel system has more
than 3 heights. The models using these features account adequately for most height
harmony phenomena. For example, Odden (1991) accounts for height harmony in
Kimatuumbi which is illustrated in (1)'. Motice that the causative suffix alternates
according to the height of the root vowel, When the root vowel is a high vowel [w, {], the
causative suffix contains the high vowel [f], as in wf-H-a ‘10 make pull’. When the root
vowel is [u, 1], the causative vowel is [1], a8 in pevwar-pe-a “to make whisper’, When the
oot vowel is a mid vowel [5, 2], the causative vowel is [£], as in goomj-sy-a “to make

sleep’.

" Thanks go to I Cudden for helpful comments and discussion.

' The Inngunges in this paper are tone languages bat tones are left unmarked as they ane imelevant o the
vowe] phenomena discussed here,
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(1} Kimatoumbi Height Harmony of the Causative Suffix /iy/ {Odden 1991}
ut-a “to pull” ut-iy-a ‘o make pull®
yib-a  ‘tosteal’ yib-iy-a *to make steal’
yuyut-a “to whisper’ yuylit-iy-2 ‘o make whisper’
buk-a ‘o put’ buk-y-a “to make put’
goonj-a  ‘to sleep” goonj-ey-2  ‘“to make sleep”
cheeng-a “to build” cheeng-ey-2 ‘10 make build®
kaat-a  ‘tocut’ kaat-iy-a ‘1o make cut®

(Odden (1991) accounts for these data, as in (2), where the Height node spreads when it is
specified as [-low]. It is necessary to specify the trigger and target as [-low] since the
low vowel [a] fails to spread and is opaque o spreading.
(2) Kimatuumbi Height Harmony
Vowel Place T

[-low] [-low]
Odden’s model for vowel features is given in (3). Note that by the height harmony
process given in (2), what is spreading are the [high, [low] and [ATR] features.
(Terminal festures under the Vowel Place node are binary, although not so marked in
(3)1)
(3 Place

Vowel Place

B o Sy

Back-Round
low
ATR
high
round
back

While this model handles height harmony like that of Kimatuembi quite nicely, it is
seripusly challenged by a height process which involves one-step raising.
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§1. One-Step Raising in Ghang

In Gbanu, a Gbaya lenguage of the Niger-Congo family spoken in the Central
African Republic (group 1, Ubangi branch of Adamawa-Ubangi subfamily), the
phenomenon of one-step raising characterizes the Perfective form of the verb (Monino,
c1993). Gbanu has 7 vowels and 4 degrees of vowel beight. In a model like that of
Odden 1991, these vowels would be specified as in (4) where height distinctions are
made in terms of [high], [low] and [ATR].

{4) Feature Specifications in the Odden 1991 Model

i u [ o E El 2
high + 3 - - - - -
low - . - . - - +
ATR + + + + = = =
back B + 5 - E + -
round - + - + + -

The Perfective in Ghanu is indicated by a change in the root vowel, which
surfaces as one step higher in the Imperfective. The Imperfective and Perfective forms
of Ghanu verbs are shown in (5). When a root has & high vowel /i, w', that vowel surfaces
unchanged in the Perfective, as in gumw “has buried’ from /gun/. When a root has a mid
vowel /e, o, g &, that vowel is raised one-step. The high-mid vowels /e,0f become [i, u],
43 in hile “has cried” from /helf and rumbo ‘has sent” from /fomb/. The low-mid vowels
lg, o become [e, o], as in zeks *has sifted’ from /zek! and pogo *has eaten’ from (pogy.
When a root has a low vowel /@, that vowel, like the high vowels, surfaces unchanged in
the Perfective, as in hana ‘has fried” from /han/. The disyllabic verbs show that the
phenomenon occurs across a consonant, and not just when vowels are adjecent.

(%) Ghanu Perfective and Imperfective Verbs® (Monino c1993)
Imperfective  Perfective Imperfective Perfective

/W Bi ‘gather” 6ii ‘has gathered" lifi ‘makenet’ Lifi  ‘has made net’
pi ‘throw' pii ‘has thrown' fili  *push’ Tli  ‘has pushed’
g C‘eook’ gii ‘has cooked’

fu' kg ‘cross’ kpy ‘has crossed’ dunu  “is full® dunu  “was full”
fu ‘makea FBGun ‘hes madea guou  “bury” gunu  “has buried’

circle circle”

lu ‘make. lou ‘has made boule'

el fe ‘die" fie ‘has died” zele  ‘hear’ zile  ‘has heard’
Te ‘put’ Tie ‘has put’ bele ‘cry’ hile  “has cried”

ol lo “fall’ luvo  ‘has fallen’ tombo “send” tumbo “has sent”
kpo ‘kmot’  kpuo ‘has kmotted” dolo  ‘forge’  dulo ‘has forged’
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/el de ‘do’ dee ‘has done’ hele  tie’ bele  “has tied’
pe ‘seed’ per  ‘has seeded’ ke ‘sift’ zeke  ‘has sifted”
/s d» ‘bum’  doo “has bumnt’ goms  ‘chop’ gomo ‘has chopped”
kp ‘wamt’ koo ‘has wanted’ nony Ceat’ nogs  ‘has eaten’
ja/ ba ‘take’ baa ‘has taken’ hana ‘fry’ hana ‘hes fried’

As illustrated in (6), the vowel raises only when the underlying root vowel is
high-mid or low-mid. The Imperfective forms, like the Perfective forms, are derived
from an underlying CV or CVC root. The CV forms surface as CV in the Imperfective
(but CVV in the Perfective). The CVIC forms surface as CVCV in both Perfective and
Imperfective. Consonant-final underlying representations are assumed in spite of the
surface CVCV forms because all disyllabic verbs in Monino's Ghanu data have identical
vowels in both syllables. Furthermore, all verbs in Cbanu are vowel-final. Given a
constraint against coda consonants’, the surface forms are sccounted for with a repair
strategy by which a vowel is inserted in the Imperfective and the melody of the root
vowel spreads to fill it No such vowel insertion is necessary in the Perfective because a
floating mora is suffixed as part of Perfective formation and it is filled in by the same
vowel spreading operative in the repair strategy.

(6) high ICif = [Cii) ICi ¢ = [CiCi]
MCw! — [Cun) Cul — [CulCu)

high-mid iCel —» [Cie] ICeCy — [CiCe]

#Cod = [Cun] [CoC/ — [CuCo]

low-mid iCel = [Cex] ICeC/ = [CeCe]

JCaf — [Coa] JCaC/ — [CoCa)

lorwr /Cal = [Caa] #CalC/ = [CaCa]

The patterns given in (6) represent only the underlying form and the output of the
phonology. But the derivation of the surface forms resulting from one-step raising in
Ghanu acteally involves several steps. First, an empty mora is suffixed to the root (CeC
=+ CeCu). Evidence for this comes from CV verbs which take the form CVV in the
Perfective, such as ba “take’ which becomes baa “has taken’. Clearly, a mora has been
added. Moreover, the quality of the second vowel depends on the quality of the first
vowel. They are identical for high or low vowels and differ only by one degree of height
for mid vowels, Thus, in all vowels within a single verb, the Place features are identical,
This indicates that there is spreading of the root vowel (CeCu = CeCe). Finally, the root
vowel must be raised one-step (CeCe — CiCe). Any account must deal with these
processes (mora insertion, spreading, raising). Furthermore, any account must deal with
the apparent failure of the high and low vowels to raise.

* Cods constraints are the norm in the Gbaya group of langusges.
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42, Vowel Feature Geometry of Odden 1991
How would a mode] like Odden 1991 handle this phenomenon? In (7), the vowel
spreading process is represented within Odden’s model. Vowel spreading is triggered by
the insertion of the Perfective suffix, an empty mora. Note that spreading must occur at
the level of the Vowel Flace node because it occurs across consonants and involves all
the vowel features. The features [round] and [back] are used as place features.

(7} Vowel Place Spread

Place I .
Vowel Pluce

Subsequently, vowel raising affects the root vowel. Vowel raising in this model
can be conceived of as morphologically sensitive processes that affect only Perfective
forms. In (8), the operation that tums & root vowel /e into [{] in the Perfective is shown
to be the result of some process which effects a feature change in the valoe of [high).
This is not necessarily a feature changing rule. [t could equally well be an insertion rule
that involves an automatic delinking of the original high specification.

(8) Vowel Raising fe — fie ‘has died"

Vowel Place

S e

Back-Round
dow
+ATR
-high —+ +high
-round -back

Compare this to (%), where the change from /&' to [¢] in the root vowel involves a change
in the feature [ATR], whether by feature change or feature insertion.

(9) Vowel Raising de —» dex “has done’
Vowel Place

Height

//\
_ hﬂ\ Back-Round

-round -back
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The process illustrated in (¥) must target only high mid vowels, and the process
illustrated in {9) must target only low mid vowels.

There are some problems with this approach. What happens to the root vowel in
the Perfective, namely raising one-step in height, cannot be captured in a unified manner.
It must be considered a change in the feature [high] for some vowels and a change in the
feature [ATR] in others. Thus, two separate processes are required: one for high mid
vowels and another for low mid vowels. Moreover, the generalization that the root
vowel raises one-step in height is not captured. What we have is merely a feature change
which changes different features for different target vowels. Furthermore, we have o
stipulate that the processes involved occur only in the Perfective. [n this approach, we
would have a Perfective ATR process and a Perfective Raising process. Thus, the vowel
feature model in Odden 1991 fails because it does not use a uniform phonological feature
to account for the uniform phonetic dimension of vowel height.

§3. Other Viowel Feature Geometry Models

Other vowel feature models, such as the Incremental Constriction model of
Parkinson (1995) and the model of Clements and Hume (1595), represent vowel height
in terms of & uniform feature arraved on different tiers. These models, given in (10),
show the geometry from the Vocalic Node (the part relevant for vowel features) for the
vowel [g]. I will assume the Incremental Constriction model, but both models appear
capable of handling the Gbanu data.

(10 Representations of [e]

Incremental Constriction Clements-Hume 1995
(Parkinson 1995)
Vocalic Vocalic
V.Place V-Place
| Height | Aperture

Coronal | Coronal

closed -openl

| -open
closed +open3

In Parkinson’s Incremental Constriction model, the features of Gbanu's vowels
are specified as in (11). The high vowels [i,u] are characterized by three [closed)
features. The high-mid vowels [#.0] are characterized by two [closed] features. The
low-mid vowels [¢,3] are characterized by one [closed] feature; and the low vowel [a]
would have no [closed] feature.
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(11} Features of Viowels in Incremental Constriction Model

i u e o E 3 a
closed . . . . .

- L] L]

- .
Labial . . -
Coronal - - .

In order to derive the attested surface forms, a process of vowel assimilation, in (12),
spreads the Vocalic node of the root vowel to the empty mora of the Perfective
morpheme. Intervening consonants will not block this spreading. This will result in an
intermediate form with two root nodes that shares the vowel features found under the
Vocalic node. The root node of the affix is interpolated when the Vocalic node spreads.
This structure differs from that of a long vowel in which one root node is shared by two
MOTas.

(12) Viocalic Spreading (in this case to the Perfective morpheme)

e

i
e
Iy 1]

foon

Vocalic

\-"—P‘luu/\

Height

Spreading results in the multiple linking of all the vowel features of the root and suffix
vowels, Yet raising affects only half of the multiply linked structure, That is, it affects
only the root vowel. This can be dealt with by a process of cloning, as in (13). Cloning
consists of a separation of one multiply linked strocture into two featurally identical
singly linked structures (see Cohn 1990:56-57 and Hume 1992:118-119). Tt typically
afTects vowels which do not share the same root node. Cloning allows & process to affect
the root vowel without affecting the suffix vowel. Thus, spreading causes the features in
the root and suffix vowels to have the same feature specifications, and Cloning allows
subsequent rules to affect one of these vowels without affecting the other cne.

(13) Cloning
M B B B
| | | |
n mn it rt
L—" - I I
Vi Vi Vi
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The vowel raising phenomenon that is the focus of this paper is accounted for by a
floating [closed] feature that attaches to the root vowel. This [closed] feature is part of
the Perfective morpheme. The process, given in (14), is simply & mapping process. It
docks the floating feature to the leftmost [closed] feature by left to right mapping.
Because of the mapping process, the feature [closed] is mapped 1o the lefimost linked
[closed] feature, migrating across the feature specifications for the suffix vowel. Thus,
the Perfective morpheme is a suffix consisting of & mora and a floating [closed) feature.

(14) Root Vowel Raising/Closed Insertion
closed
closed

Mote that this process sutomatically excludes low vowels which have oo [closed]
features. This corresponds to a weak crosslinguistic generalization that when a vowel has
height features, it generally has place features as well. Since [a] is a Placeless vowel in
Gibanu, and an underlyingly Heightless vowel, it cannot acquire height features.

In (15) and (16), derivations involving high mid and low mid root vowels are
compared. MNotice that unlike with the Odden 1991 feature model, these analyses are
identical. In (16), /tomb/ becomes [fumbo] in the Perfective. First, the Perfective
morpheme, consisting of a floating mora and 2 floating [closed] feature, is affixed.
Then, Vocalic Spreading takes place, followed by Cloning. Raising results from the
mapping of the floating [closed] feature to the terminal [closed] feature of the oot
vowel.

(15) tomb — tumbo ‘has sent”

ptp I M [ H K
I o ol G g o T - <ol il
tomb tomi tombo tn mbo
[closed] L I |« %
Vocalic Voo Voo Voo Voo
| 1% Sl =2l
Height Hit Ht Hi Ht
| |+ | |

closed closed closed closed  closed

closed closed closed

The same procedure results in /gom’ becoming [gomo] in the Perfective, as shown in (16}
The fact that the target vowel is low mid rather than high mid does not require any new
process, or any maodification of the procedure whatsoever.
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{16) gom —+ gomo ‘has chopped®

Bt T Hou [T
| - | - 11 - 1 |
[elosed] I/ JE o]
Vocahic Voo Voc Voe Voo
| l | =i
Height Ht Hi Ht Ht
| | | |l
_clooul closed closed {:Iuan_:l closed
closed closed closed

The same process applies for a verb in which po consonant intervenes between the root
vowel and the suffix vowel, as shown in (17) and (18). The derivation is the same as
those in (15) and (16) for verbs with intervening consonants. In (17) the derivation is
shown for a CV verb with an underlying high-mid Coronal vowel.

{(17) fe—» fie ‘has died’

Spread Cloning Raising
ptp B K op BoM
| = | e | | e ]|
fie fe - fe e i ¢
I | 1 |
Vocalic Voo Voo Voo Voco
| | L.l
Height Ht Ht Ht Ht
| f |
closed closed closed closed closed
| 1 1 b =]
closed closed closed closed  closed
closed closed chowed

In (18), the derivation is shown for 8 CV verb with an underlying low-mid Coronal
vowel.
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(18) de — dee “has done”

g | Cloai Raisi
ptp BB B oM Bop
| = o} e b | 1 = I -l
de de de & de e
¥ |1 i
Vocalic Voo Voc Voo Voc
| ] = i
Height Ht Ht Ht Ht
| | | 1

closed closed closed clma_i closed

closed closed closed

A feature model such as the Incremental Constriction model, which appeals to privative
stacked vowel height features, has a number of advantages when used for an analysis of
one-step raising. In this model, the phenomenon can be handled in & unified manner.
All mid vowels undergo the same raising. Low vowels are excluded by the form of the
mapping process. High vowels can either be excluded by structure preservation, or the
raising can be applied vacuously. Basically, no higher vowels are available in the
language either phonologically or phonetically. The generalization that root vowels are
raising one degree is captured. Finally, the process can be scen 2s a simple mapping of
an element of the Perfective morpheme to the root in question.

&4, Conclusion

Vowel feature models which use [high], [low] and [ATR] to distinguish vowel
height have been criticized because they can only capiure four degrees of height and
because [ATR] is masquerading as a height feature when it is really something else
(Clements & Hume 1995). These models can also be criticized for the problems they
have in handling the phenomenon of one-step raising such as that found in the Perfective
in Ghanu.

Vowel feature models, like the Incremental Constriction Model (Parkinson 1995),
in which a uniform height feature is arrayed on different tiers have the advantage of
being able o handle one-step raising elegantly. Thus, the one-step raising found in
Ghanu provides additional suppont for this kind of model.
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ATR HARMONY IN KONNI*

Mefike Cahill

0. Introduction

Konni, a Gur language of northern Ghana, has a typical nine-vowel system with
rogt-conirolled ATR harmony. Its chief interest comes from the extremely flexible
characterstics of /a/, which can alternate with [e] and [o]. Unlike its behavier in many
cther languages, /af is not & newtral vowel in Konni.  In this paper [ examine the vowel
harmony system of Konni and in particular, propose a way of accounting for the malleable
behavior of /a/ in terms of a feature geometric framework

The paper is organized as follows. First, in Section 1, [ lay out the basic facts of
Konni ATR-based vowel harmony within words. In Section 2, T examine an approach
incorporating privative features into a feature geometry system. Section 3 contains some
concluding remarks. An Appendix of ATR harmony data across words is included,

1. ATR Harmony in Kanni

The nine vowel phonemes of Kanni divide into two harmony sets based on the
Advanced Tongue Root feature:

* Bonmi is in the Central Oti-Volta subgroup of the Gur languags family (Maden 1989, Previous works
dealing primarily with Kanni phonclegy are Naden (1987) and Cahill {1992a,b.c, 19%4). The data for this
study were gathered while Living in the Koma village of Yikpabonge during various periods from 1986 1o
15%2. Special thanks must go to Abdulai Sikpaare, who patiently repeated many of these forms over and
over, to Mr. Hen Saibu, who has clarfied many aspects of the Konni language for me, and to David
Odden. who has suggested many changes for the better in this paper. Any fialts which remain are mise.
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a

With very few exceptions, all vowels in a single-root word come from only one of
the two harmony sets';

(2) __+ATR words -ATRwords
suli ‘to be full' juuh 'to climb’
bitien  'beard’ tabit 'to pierce’
tokardsi “windows' kurdbd  'cocking pat'

Words from the [-ATR] set comprise about 80%% of verbs and nouns

1.1 Harmony Within Words
The vowel harmony of Konni extends from the root to all affixes of nouns and
verbs, as below (noun suffixes for plurals and articles vary with noun class):

(3) Nouns.
+ATR. -ATR
dii-ri ‘the forehead" keis0-r1 ‘the hoe'
sie-ki “the path’ afl-ku “the rain’
dium-bin  “the horse’ nyas-pu ‘the water'
démbi-ké  “the man’ ghaa-ka ‘the dog’
din-¢ ‘knees" tan-g "stones”
dun-é-hé ‘the knees’ tan-a-ha ‘the stones’
tokord-si-g1  “the windows’ nanji-si-s1  “the flies’
lolin-ti-tj “the funerals’ sein-ti-ti ‘the brooms”
tigim-mé ‘at house' migdm-mi  ‘at river’
{4) Verbs:
+ATR -ATR
keiiri-ye ‘has pounded’ pasi-ya ‘has peeled’
sigir-¢  ‘“is washing’ preil- ‘is holding’
-G ‘is digging” ku-d ‘15 killing'
digi-w ‘cooked” ga-lwi ‘went’
chii-mé ‘camy!’ dum-ma *bite!”
nen-dii “will eat” pAn-ga ‘wall go’

! The word [gaaniug) ‘cat’ is actually the onky example | know of at this point. Sex further discussion in
Sec. 3
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Mote that instead of the expected e/ and o/2 alternations, which one would expect
if there were underlying mid vowels in suffixes, there are several cases of e/a and o/a
alternations {d0né / tin-4 ‘kneeshouses’, ti-c / kd=d ‘is killing/is digging™). I will return to
these later

Since adjectives never coour in isolation, I consider them bound morphemes and
part of the nominal However, adjectives have their own value of ATR, which can differ
from the root noun;

(5) job-hddli-g* *new room’ (Iit. ‘room-new"’ )
ném'bi-kuli-p “big bird" (lit. “bird-big")

The above have [+ATR] vowels in the noun preceding the adjective, and [-ATR] vowels
in the adjective. However, when the adjective has [+ATR] vowels, this value spreads to
the noun

(6) ghé-niip  ‘female dog® (cf ghaan ‘dog’)
né-niin ‘female cow’ (cf ni&!gil:j ‘cow’)
né-bin ‘small cow’ (cf. nid-kpl'in ‘big cow")
jé-vikin  “snake’ (lit. ‘thing wrigglng’; cf. jadn “thing")
k(d-big  ‘small hoe' (cf. kOdp ‘hoe')
mugu-bin ‘small river’ (cf. mUgln ‘river’)
binti-big ‘small toad" (cf. bontOdy ‘toad”)
However, some nouns seem to be immune to this ATR. spread:
(7) nd-big ‘small leg’ (cf ndn “leg”)
gorddbin  'small lizard” cf (gOrd'd g “lizard")
These latter cases are exceptional ones. Beyond the fact that they all have [2] in the last
syllable (which is the second most frequent vowel in words anyvway, after [1]), there is no

apparent pattern to explain their exceptionality, and they will be treated as lexical
exceptions here.

Similarly, each component of 4 compound noun can contribute its own value of
ATR to the word:

* /g is the singular indefinite suffix, and is found on over 9% of noans in citation ferm. 1t accurs s the
final morpheme on a neun. For simplicety’s sake. T will not indicate this morpheme boundary in the
remainder of this paper.
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1

niltm=bo-lig ‘lightning” (“rain-fire")
ndd-chigin ‘lion" {‘cow-running ")
"l ‘palm of hand” {*hand-77")
bitié-gharin 'chin' (jaw-lower. pan’)

In contrast to adjectives, there is no spreading of ATR from one component of a
compound noun o another

1.2 Summary

As seen above, affives take their specification of ATR from the root to which they
are affived, whether noun, verb, or adjective. [ assume, then, that in Konni only nouns,
verbs, and adjectives are lexically specified for ATR, with each being specified for only
one value of ATR. There are two separate processes of ATR spreading. Besides the
rightward spreading from nouns and verbs to suffixes, lefiward spreading of [+ATR]
occurs in most noun-adjective complexes. There is no spreading in compound nouns

2. Analysis in a Feature Geometric Framework

A plausible way of representing Konni vowels is in a feature geometnic framework,
as in Clements and Hume (1995), In this model, vocalic features are split into two groups,
under a ¥-place node and an aperture node, as below (placement of [ATR] i5 discussed
below):

(2) ¥
V-Flace aparture

[iabial] [coronal] [dorsal] [closed]

2.1 The Representation of Underlying Vowels

Unlike previous work on Kanni vowels which utilized a traditional binary feature
system (Cahill 1992h,c, 1994), the privative vocalic features above will be assumed here.

2.1.1 [closed]

The [closed] under the aperture node is taken from Parkinson (1996), rather than
the [open] feature used in Clements and Hume (1995). There may be multiple occurrences
of [closed] to differentiate different degrees of vowel height. Thus in a three-height vowel
system, /i has two features of [closed], /e has one feature of [closed], and /a/ has no
[closed].

1.1.2 [labial]/[dorsal]

In Clements and Hume's (1995) framework, a back round vowel such as /u/ or fo/
has properties of both [labial], since the vowels have lip-rounding, and [dorsal], since the
articulator is the tongue dorsum. The question | will consider now 15 whether both of
these are active. If not, which one is the active one” This is closely related to the classic
[back][round] feature question: which one should be specified? In Konni, a5 in many
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languages, the traditional features [back] and [round] are intimately related. All [+round]
vowels are also [<back], and with the exception of /a/, all [+back] vowels are also
[+round]® In the feature geometry model T am using here, T treat [dorsal] as the active
feature, and formulate a crucial nule in terms of [dorsal] rather than [labial] (see 200, but
formulate no process that refers to [labial].

Evidence for choosing [dorsal] comes from the behavior of /w/. The phoneme /w/
is identical to fuuf in features except for being in a non-syllabic position rather than a
syllabic one. As with /u.uf, fw/ could conceivably have [dorsal], [labial], or both as its
place of articulation feature(s). In the nasal assimilation process, a nasal consonant
assimilates in place of articulation to a following consonant

(10 Masal assimilation across words in Kanni®

[ Wo jaan ‘I lack anything.’
m Dbaarr wiin ‘1 discuss & matter’
nm ghaligrya ‘T am tired’

Before /w/, the nasal becomes [1], the [dorsal] nasal, leading us to use the [dorsal]
feature as its place of articulation. Also relevant is the fact that nasals may assimilate as
[m] before labial consonants (/p,b/) and [gm] before labiovelar consonants (fkp,gh’) If S
were specified as [labial], it would group with M/, with [m] preceding it. If fw’ were
specified as bath [labial] and [dorsal], it would group with /gh, with [gm] preceding it. OF
the possibilities for specifying features for /wf, only [dorsal] fits. Extending the properties
of fw/ to the back round vowels, I will use [dorsal] here to refer to them

1.1.3 [ATR]

Languages which make a distinction in tongue root position may have either
[ATR] or [RTR] specified, but it seems much more common to have [ATR] as the marked
vilue {e.g Archangeli & Pulleyblank 1989, Pulleyblank 1988). Also, in Mawuri, a Guang
language of Ghana, Cazali (1982) points out that it is only the positive value of [ATR] that
optionally spreads both left and right across word boundaries:

{11} Nawuri:
/1pu ## lenbin — [ipulembiri] 'hlack soup”
(some phonetic detail suppressed for clarity)

In Akan as well, it is the positive value of ATR which spreads to the left, usually
for one syllable, across words (Dolphyne 1988:23-24):

* In the framework of Cahdll 1992, | mainained that [round] is the feature which is needed underlyingly,
since there is a lexical mle referring to [+round], but not to [back]. If this could be directly translated inuo
the present theoretical Framewark, it would mean that [labial] would be needed in an underlying
represeniation of fo,0. However, we shall see that [darsal] ather than [labial] is nesded here

* The full account of nasal assimilation in Kanni s somewhat more complex, Before Labial-velar siops
[gb.kp]. & masal assimilates as [gm] across word boundarses, as shown abave, bar within words, the nasal
assimilates as [], as in [sipkpaan)] ‘peanut” For further details, see Cahill 19%3a.
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(12) [aka fie] 'ha goat home' (cf ok ‘e goeg)

In common with these languages, I claim [ATR] is the marked value n Kanni
rather than [RTR] and will be specified in underlying representation®. There are lexical
iterns that are [-ATR] in isclation but are [+ATR] when adjacent to a [+ATR] morpheme,
but there are no morphemes which are [+ATR] in isolation and [-ATR] when adjacent to a
[-ATR] morpheme. In Konni, it is the positive value of [ATR] that spreads across words
and within words (date below are repeated from (5) and (29);

{13} ghéniin ‘female dog’ (cf gbaag ‘dog’)
g2 ye ‘o see’ (cf. ga ‘go”)

Since [ATR] is & feature of the morpheme, it will not be a feature of an individual
vowel, but rather of 8 lexical morpheme: noun, verb, or adjective. In a phonetically [ATR]
word, the [ATR] autosegment will associate to all vowels in the word There is no
evidence of lefi-to-right or right-to-left association, nor could there be, if the [ATR]
associates to every vowel in the word, Affixes are unspecified for [ATR], and if the roat
has an [ATR] autosegment associated to it, the [ATR] will spread into the affix. The
domain of automatic spreading of [ATRY], then, is the word in Kanni, Additional spreading
of [ATR] across words is by rules to that effect,

There has been some question as to whether [ATR] is the best term for the
relevant feature. For example, Clements (1921) and subsequent work (Clements and
Hume 19935) have proposed that [ATR] can be subsumed under the feature [pharyngeal],
unifying other phenomena besides "ATR” harmony. For expository purposes, however, |
will use the more traditional [ATR] in this paper.

2.1.4 [coronal]

The feature [coronal] will be used for front vowels, as justified extensively in
Hume (1994),
2.1.5 The Geometry of Kanni Vowels

Abstracting [ATR] away from the specifications of individual vowels in Kanni,
since [ATR] functions as a property of the morpheme, we are left with five vowels.
Specification of these five vowels, then, would be:

* Prussibly Televant 1o markedness is the relative frequencies of [+ATR] vs. [-ATR] in Konni We note
again that approsimately 80% af Kanni nouns and verbs belong to the [-ATR| set, intuitively consistent
with [-ATR] a8 the redundant value and [+ATR] as the marked ane.
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(14) Vocalic Vaocalic
V-Place  aperture V-Place apenure
anl [closed) oral [closed]
| [closed] | [closed]
[coronal] [dorsal]
Y u
Wocalic Vagalic
‘u’-m“m V-Frm: apcrr.u-c
orial {clc:lmed] oral [closed]
I I
[coronal] [dorsal]
/E o
Vocalic
V-P aperture
raf

The front vowels /I/ and /E/ above are [coronal] in place, while the round back
vowels /LI and /O are [dorsal] in place. The high vowels /1f and /U have two features of
[closed], while the mid vowels /E/ and /O have only one feature of [closed], and the low
vowel /A/ has no [closed] at all. The place representation of /a/ is particularly worthy of
comment, In different languages /a/ can pattern as either & central or back vowel, which
would lead to either no specification or a [dorsal] specification, respectively. In Kanm,
there iz no evidence linking /a/ to other back vowels, and I argue below that /a/ is
particularly vulnerable to change A null specification fits its behavior nicely, under the
assumption that unspecified segments are more vulnerable to spreading than are specified
segments. It is relevant to note here that Clements and Hume (19953) also note that central
vowels will have no place features,

In light of the behavior of /a/ in [+ATR] environments and when adjacent 1o fu.w/,
the V-place and aperture nodes of /2’ may actually be dispensed with, leaving a bare
vocalic or possibly root node for /al.

2.1.6 Geometry of [ATR]
If we follow Odden’s (1991) argument for grouping [ATR] together with [high],
[ATR] will associate to the aperture node. However, the use of [ATR] in some analyses
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has little to do with actual tongue-root position, but rather is used as an additional
mechanism 1o distinguish vowel heights (Hyman 1988, Odden 1991, inter alia). Although
it has not been possible to do X-ray studies with Konni of the type done for Akan (eg
Lindau 1975), [ATR] harmony berween vowels of different heights shows that [ATR] in
Kanni does not represent height so much as true tongue root position. If this is the case,
then [ATR] would more naturally group together with the V-Place features. Therefore, |
will place [ATR] under the V-Place node.

There is some controversy over where in 3 geometry the [ATR] feature should be
placed. Clements and Hume (1995:274) give two possibilities. (The feature in question
there is labeled [pharyngeal].) The model of Halle (1989, 1992) groups the laryngeal
articulator and its dependent features together with the tongue root articulator and its
features under a higher-level “guttural” node. This model predicis rules that spread
laryngeal features (e.g [voice]) and tongue root features as a unit. The Konni data do nor
address this possibility. The model of McCarthy (1594) groups the [pharyngeal] (=[ATR])
feature and an “oral place” node together under the “place” node

(15} a Halle (1989, 1592) b. McCarthy (1994}
Toot

lace
W\ oral [pharyngeal]

larynx tongue root |
[coronal]
[ATR] [RTR]

Another conceivable structure is placing [ATR] as a sister to the other place
features, under V-Place. However, though some languages allow more than one V-Place
feature (e.g. a high front rounded vowel requires both [coronal] and [labial]), Kannm does
not. One reason for placing [ATR] 20 it is not a sister to the oral features is that [coronal]
can be inserted as a default feature, as we will see later. Since it 15 assumed thar default
features are generally inserted onto nodes that are empty, [ATR] cannot be placed under
the same node as the oral features such as [coronal]. Thus Koanmi is consistent with
MecCarthy's placement of [pharyngeal].

Though there is no conclusive evidence in Kanni favoring one version over the
other, a simpler analysis is possible with McCarthy's model.

More complete representations of A and fuf, therefore, would be as below.
Representations of /If and /u/ would be identical except lacking the [ATR] feature.
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(16) W ol
Vocalic Vocalic
V-Place aperture V-Place aperiure
m'Ll [ATR] [closed] oral [ATR]  [closed]
[closed] |
[closed]
[coronal] [dorsal]

2.2 Rules and Derivations

With the above representations, we will see that two spreading rules and two
default rules are needed to account for the ATR harmony data for suffixes of Kanni
words.

2.2.1 Non-round Words

We have seen above that there is no [+ATR] counterpart for /a/, the lowest vowel
This lack of 2 low ATR vowel is extremely common across languages. Archangeli and
Pulleyblank (1994), for example, express this as an ATR/LO Condition holding across
many languages: if [+ATR], then [-low]. In terms of the [closed] feature used here, there
is & constraint that a [+ATR] vowel must have at least one specification for [closed]. We
can formulate this in terms of a linking rule which applies everywhere (as in Mohanan
1991):

(17) ATR/Closed rule:  [ATR] — [closed]

This rule will have the effect of inserting a feature [closed] onto a vowel which is
specified for [ATR] if no [closed] is already present®

Mext, we formulate the basic mule of ATR spreading as:

{18)ATR Spread (note: consonants may intervene between the vowels)

vocalic i_vol::alic:
| [ |

V-place _I_'fu’_-plnm

[ATR] Sulfix |

This rule spreads the [ATR] feature from roots to suffixes, which have no underlving
[ATR] specification, as in disiim-bu “the horse” vs. mwdd-b¢0  “the water’. Note also that
the SUFFIX specification is necessary, since [ATR] does not spread nghtward from a root
1o another root, as in jwo-haalin, ‘new house,” fwo-haalFka “the new house." If the suffix
contains the low vowel /a/, and the root vowels are [ATR], then the [ATR] spreads and
fa becomes [e], as in /dembi-ka/ — [dembike] “the man’ and /dun-a’ — [dune] ‘knees.’

* Mote that if [open] were to be ussd, a constraint something like *[ATR. <open. +open] would be
needed, which woubd have the effect of deleting one of the values of [+open]
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Thus, in & word like dembi-ke “the man®, the suffix is underlyingly /-ka/, and the vowel is
raised and fronted to [-ke] by ATR Spread, the ATR/closed rule, and a Coronal default
which applies to non-low vowels with empty Place nodes. The derivation is as follows
{features shown for last vowel of stem only):

{19) Derivation of dembi-ke "the man’

Underlying demibi kA
{after ATR | |
association) vocalic vocalic

aperture W-Place
I
[closed] oral [ATR]

[closed] |
[eor]
ATR Spread (18) dembi kA
| |
vocalic vocalic
| |
mﬂm _V_-Pﬁane
[closed] oral  [ATR]
[closed]) |
[eor]
ATR/closed rule (17) dembi kA
| |
vocalic vocalic
|
aperfure W-Place W-Place aperture
|
[closed] oral [ATR] [closed]
[closed] I

[eor]
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[coronal] default [dembi ke)
| |
vicalic vocalic
aperture W-place V-place aperiure
| | |
[closed] oral [ATR] oral [clozed]
[closed] I [
[cor] [ear]
Surface Form: [dembike]

The [coronal] default comes as the result of a constraint common in many
languages: that non-low vowels must have a Place feature, presumably either [dorsal] or
[coronal] (see Parkinson 1996 for more exemplification of this). This would apply to
languages which have no three-way distinction in backness for any height, by far the
majority of the world’s languages. [coronal] is less marked than [dorsal], as shown both
cross-linguistically and in particular by the fact that a [coronal] vowel, /I (abstracting
away [ATR]), is the epenthetic vowel in Konni” The result is that when a vowel gains a
[closed] feature, it also gains [coronal] if no V-Place feature is already present. So, while a
low vowel cannot have a place specification in Kanni, a non-low vowel must have one.
Once ATR spreads to a vowel, that vowel must have some height (gaining a [closed]
feature), and when it gains [closed], it must have a Place specification. The process could
be repeated for words like dun-e-he “the knees’ (see (3)) which have two suffives. The
[ATR] would first spread to the plural suffix /-af, then to the definite article suffix /~ha/,
changing both suffixal vowels to [¢] by means of the rules discussed above.

For a [-ATR] form, such as tr-ka ‘the tree,” there is no [ATR] present, and so the
conditions for ATR. Spread are not met. [coronal] default cannot apply, since there is no
[closed] associated with the suffix vowel /a/. Therefore, the /a/ remains [a].

2.2.2 [dorsal] Spread

Recall that if fa/ is in a suffix following an ATR stem and preceded by either /u/ or
fwi, it changes to [o], in words like ru-o ‘is digging’, digi-wo ‘cooked.” This contrasts with
the same suffives following non-ATR stems such as kd-~d “is kalling' and ga-wa “went’
(see 4). The process consists of spreading the feature [dorsal] from a vocalic segment to
an empty Oral node under V-Place in a suffix:

" The epenthetic vowel shows up in loan words (e g “socks is [s3kist], “pump’ is [pampi]). Second, noun
plurals provide addational evidence. [daag/daan] “suck/s” shows /-g/f i the singular sullix and /17 the
plural in this class. [tigintige] has a different class plural [-e], but us singalar suffix here has /1 insened
1o avoid a consonant clusier. Finally, ional evidence can support an epenthetic vowel in some nouns.
Consider [démbin'démbiké] “man'men.’ In my present analysis. the [i] is epenthetic. there is a lexical
Low tone on the root, and the final High tones in each word come from the suffix, either -5/ or /-ka/. In
démbiy, the Low 15 on the root and the High docks 1o the second syilable. [n oémbike the High from the
suiffix associates there. rather than the second syllable. The second syllable is formed when epenthesis
octurs, and the Low is inserted by an independently required rule of Low default (see Cahill 1595b)
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(20 [dorsal] spread (note: vocalic segments must be adjacent)

wocalic vocalic

| |
V-place V-place

| r\\
oral oral [ATR]
[dorsal] e

The [ATR] on the suffix above comes from spreading ATR from the stem, not from any
inherent value of the suffix itself The following shows how -0 “took’ would be derived
using the model above.

(1) Underlying form tu A
(sfter ATR association) | |
vocalic e 5
|
aperture Tt
Wk
s oral [ATR]
[closed] |
[dorsal]
ATR. Spread s A
| :
il s
|
aperture Voplace o
: ] s [ATE]
[closed] ;
[dorsal]
ATR/closed rule o ;
l |
vocalic %
V-place 5 e
I
(lose] ol [ATR] [closed]
[closed] I.
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[dorsal] spread t w o]
u'uclali.c W | ic
apﬁmﬁllace \-’-I lace  aperiure
[closed] [ci:::sad]
[closed] ol [ATR] __oral
[dol;s-a-.]i-""“
Surface Form: [tuc]

Mote that Coronal Default cannot apply here, since the oral place node is not
empty.

In digi-wo, ATR. must spread from the i in the root, and [dorsal] from the w in the
suffix itself, again emphasizing the independence of the two spreading rules.

2.2.3 Left-Spread of ATR

The only other area to explain within words is the leftward spreading of ATR from
an ATR adjective into 2 non-ATR noun stem, and the lack of spreading in the reverse
situation {data repeated from (5-6)):

(22) a. no spreading:
jlud-hadd in ‘new room’ (lit. ‘room-new’)
némbi-kuly  ‘big bird’ (lit. *bird-big’)

b. spreading: : :
né-hirn *small cow’ (cf. naag iy "cow’, naa-kpi'iy "big cow’)
je-vitkin ‘snake’ (lit. “thing wriggling; of jaan ‘thing")
kiii-hin *small hoe” (cf. kbdn *hoe')
i gui-kin ‘small river’ (cf. mUgdn ‘river”)

ATR spreads only into noun stems, and not into the other adjective tvpe, as shown
by-

{23) tigi-yéeli-bi-sh ‘small white houses'
house-white-small-PL

Above, the morphemes that are lexically specified for ATR are underlined. The
suffix -si is ATR by the normal spreading process discussed above, but yreir is unaffected
by ATR spread, though flanked by ATR morphemes. Recall also that ATR does not
spread from one noun to ancther in compound nouns, e.g nim-bd'lip “lightning’ (*rain-
fire’, from (8). The rule for spreading ATR from an adjective to the root noun, then, musi
specify both adjective and noun, and can be formulated as
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(24) ATR Left-Spread

vocalic vocalic
| |
V-Place V-Place
ve  ag| [ATR]

This would be an iterative-type application, spreading ATR onto all the vowels of a noun
stem, as in mugothig ‘small nver' above (cf mogoip ‘river’). A number of allernative
formulations of this rule could be outlined, possibly interacting with morphological levels
For example, one approach would be that a general rule of left spreading applies at the
level at which the adjectives are added to the stem. I have no evidence at this point that
would be conclusive in choosing between vanious alternatives, so T leave the formulation
shove.

2.3 Summary
To sum up, in the feature geometric approach outlined here:

« ATR is a privative, morphemic-level feature, and spreads within a stem to all
vowels. .

* Any [ATR] vowel must have at least one feature of [closed] associated to it I
[closed] is not present when ATR spreads to a suffix, one will be inserted.

* A rule of ATR Spread spreads [ATR] to a suffix,
¢ A rule of [dorsal] Spread spreads [dorsal] from fu,w/ to /A in a suffix.

¢ [coronal] place is inserted by default if there is no [dorsal] present, when there is at
least one feature of [closed] present.

= ATR spreads leftward from an adjective to all vowels of the adjacent head noun.

3. Discussion

One of the ways in which languages with vowel harmony vary is the behavior of
"neutral” vowels with respect to the vowels of one or the other harmonic set in the same
word. In some languages, a neutral vowel is “transparent,’ with its value of ATR not
affecting any of the surrounding vowels. In other languages, e.g. Akan, a neutral vowel
such as /af acts as an “opaque’ vowel with respect to ATR. It starts a new harmony
domain, any vowels to the right of /a/ being [-ATR], but those to the left being from either
set (Hulst & Smith 1986), Similarly, in Turkana, /a’ also has the same opague behavior
(Vago & Leder 1987),

In contrast to the above cases, the model [ have proposed above predicts that in
Konni, [a] would never occur in the same monomorphemic word with a [+ATR] vowel.
To see why this is so, imagine words such as [bita] and [batu]. In these words, or any hike
them, /a’ has no underlyingly specified features. The [ATR] spreads automatically to all



ATE HARMONY [N KJNNI 27
vowels in the word. But when [ATR] has spread, the linking rule that supplies a [closed]
value comes into play, and /a’ becomes [e] or [o]. Therefore, [a] would not be expected 1o
occur in any word together with a [ATR] vowel. In actual fact, there is only one non-
compound word in my data where [a] does occur with a [~ATR] vowel: gaanlup ‘car’
Compound words, with the possibility of each word contributing its own value of [ATR],
have been mentioned above in Sec. 1.1. The probability is that gaanlun was a historically
compound word, bringing both negative and positive values of [ATR], but the component
morphemes have been lost in people’s consciousness. For a more detailed treatment of
single morphemes which must be treated as phonologically compound words in ancther
Gur language, see Garber (1991). The lack of [a] and [+ATR] vowels ocourring in single
words thus affirms the analysis that /a‘ is unspecified for any place or height features.

I close with an interesting implication of using [closed] rather than [open] to
indicate vowel height. This is that /a/ rather than /i i the unspecified vowel, This is an
interesting analysis in that it claims that the maximally wnderspecified vowel 15 not the
epenthetic vowel In terms of underspecification studies, panicularly Radical
Underspecification { Archangeli and Pulleyblank 1989, Pulleyblank 1986, inter alia). this is

an unexpected result.

REFERENCES:

Archangeli, Diana, and Douglas Pulleyblank. 1989, Yoruba vowel harmeny. LI 20°173-
217.

Archangeli, Diana, and Douglas Pulleyblank. 1994. Grounded Phonology. Cambridge.
Mass . MIT Press.

Cahill, Mike. 1992a. The Case of the Missing Konmi ‘P Journal of West African
Languages XX1,1:15-24,

Cahill, Mike. 1992b. A Preliminary Phonology of the Kanni Language. Institute of African
Swdies, University of Ghana, Legon.

Cahill, Mike. 1992c. Vowel Harmony in Konni. Paper given at Linguistic Association of
(Ghana meeting, Kumasi, November 1992,

Cahill, Mike. 1594. Diphthongization and Underspecification in Konni. In UTA Working
Papers in Linguistics 1:109-126.

Cahill, Mike. 19952 Nasal Assimilation and Labiovelar Geometry, Paper presented a
26th ACAL, UCLA.

Cahill, Mike. 1995b. Tone in the Kanni Nominal. ms.

Casali, Roderic. 1988, Some Phonological Processes in Nawuri MA thesis, University of
Texas, Arlington.

Clements, G.N. 1991, Place of articulation in consonants and vowels: A unified theory. In
Working Papers of the Comell Phonetics Laboratory, Vol. 5. 77-123

Clements, G.N. and Elizabeth ¥ Hume 1995, The Internal Organization of Speech
Sounds. In Goldsmith, John (ed) The Handbook of Phonological Theory
Cambridge, MA:- Basil Blackwell, Ltd.

Dolphyne, Florence, 1988 The Akan (Twi-Fante) Language: Its Sound System and Tonal
Structure. Accra: Ghana Universities Press.

Garber, Anne. 199]1. The Phonological Structure of the Senufo Word (Sicite). Journal of
West African Languages XXI,2.3-20.

Halle, Morms. 1989, The intrinsic structure of speech sounds. ms., MIT



18 MIKE CAHILL

Halle, Mormis, 1002 Phonolagical Features [n W, Bright (ed ), Owford International
Encyclopedia of Linguistics. Wol. 3. New York: Ocwford University Press. 207-212

Hulst, Harry van der, and Norval Smith. 1986 On Neutral Vowels. In Koen Bogers,
Harry van der Hulst, and Maaren Mous (eds ) The Phonological Representation of
Suprasegmentals. Dordrecht; Foris, 233-279,

Hume, Elizabeth 1994 Front vowels, coronal consonants, and their interaction in
nonlinear phonology. New York: Garland.

Hyman, Larry 1988 Underspecification and vowel height transfer in Esimbi. Phonology
5:255-274.

Lindau, Mona. 1975, [Features)for Vowels, (UCLA Working Papers in Phonetics 30).
Ph.D. dissertation, UCLA.

McCarthy, John. 1994 The phonetics and phonology of Semitic pharyngeals. P. Keating
(ed.), Papers in Laboratory Phonology [11. London: Cambridge University Press,

Mohanan, K.P. 1991 On the bases of radical underspecification. Natural Language and
Linguistic Theory 9-285-325

Maden, Tony. 1987. Premiere note sur le konni. Journal of West African Languages
XVIL2:76-112.

Maden, Tony. 1989. Gur. In Bendor-Samuel, John (ed ), The Niger-Congo Languages:
University Press of Amenca. pp. 140-168.

Odden, David. 1991. Vowel Geometry. Phonology 8:261-289.

Parkinson, Frederick. 1996, Vowel Height Assimilations in African Languages
Implications for the Description of Vowel Height. Paper presented at the 27th
Annual Conference on African Linguistics, University of Florida

Pulleyblank, Douglas. 1986, Underspecification and Low Vowel Harmony in Okpe
Studies in African Linguistics 17:119-153.

WVago, Robert M., and Harmry Leder. 1987, On the Autosegmental Analysis of Vowel
Harmony in Turkana In Odden, David (ed.) Cument Approaches to African
Linguistics (vol. 4). pp. 383-396.



ATR HARMONY IN KonNnI 29
APPENDIX: Harmony Across Words

Though this paper concentrates on ATR harmony within words, the data below are
presented for the sake of completeness,

The subject and object pronouns agree with the verb in ATR:

(Z5) +ATR -ATR

0 yé-ye 'he has seen’ O ¥i-ya 'he has given'
bé yi-vé ‘they have seen’ ba yi-ya ‘they have given'
f yé fil T saw you (sg) i wi D T gave you (sg)
fi yé m 'l saw you (ply i1 w1 ol T gave you (ply
il y& wo 'l saw him' iyl wa 'l gave him'

N yé bé 'l saw them' i yiba 'l gave them'

i yé ké T saw it' i yi ka 'l gave it'

The negative particle /kA/ coming between subject and verb also agrees in ATR
with the verb root

(26) hdwwa ké yé wi  “The woman did not see him.'
b ké yé wo *They did not see him '
ba ka yi wa “They did not give him.
biikd ka vi wé “The goat did not give him.*

In noun phrases, where two words with different values of ATR are adjacent, each
keeps its own ATR:

(27) jine chia ‘foundations’ (“rooms’ bottoms™)
nasa'ra jiog ‘white man's room’
td'sin sikpén ‘top of pan’ (“pan’s head”)

Similarly, when two verbs adjoin in a serial verb construction, each has its own
value of ATR (tones on verbs will vary with exact comtext):

(28) ) kepmina ... ‘1 come know..." (recognize)
ti nén dii kidrma min "We will eat crying’ (mourn)
nad chii ‘Have carry!" (put it on your head)
hagi wid “‘Get-up take!" (go help!)
f g4 siguri  gaati ‘1 go wash clothes.’

There are a few cases in which ATR appears to spread from one verb to another:

(29) geye .. ‘g0 see " (cf ga ‘go”)
ge keg ‘g0 come.
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e el i h
However, the conditions flor spremeg are not clear at present, as 1 ta!ﬁj&! Jl!]
ziele ‘have go stand' shows. At this point, all that can be claimed with certainty is that
ATR spread across verbs is very limited in scope and frequency.

An interesting question is what happens when a pronoun comes between serial
verbs having opposite values of ATR. The pronoun agrees in ATR with the first verb

(30) tiyas ba kieg ‘We brought them.’
1p have 3p come

be to be dua "They laid them down. "
3p take 3p lie.down

The domain of ATE can stretch over a phrase with several particles:

(30) +« [-ATR}—— +[+ATR]—

di ki yid ki ké nyindiiké "That (you) do not give it its food *
that NEG give it it food

As seen above, panticles of various sons, like the suffixes, are also unspecified for

ATR and take their value from a nearby lexical morpheme. Occasional spreading of ATR
across verbs has been observed, but not across nouns ®

* There are also cases like the following, which is more properly analyzed as a case of elision and
compensatory lengthening: diiné !4t — [diind 'dra] “thiree knees”
kpiing 13 -+ [kpiind 21d]  “three guinsafowls’

In the similar ivem b5 (oed —» [Bid 141a] “three goats.” an unresolved question is whether the final
phonetc form includes [bial or [bia).
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Prosodic Structure in SiSwati*

Rebecca Herman

1. Intreduction

There are several phonological patterns in SiSwati, a member of the Nzuni sub-
family of the Bantu family of languages, which point to the existence of some sort of
prosodic structure. This paper will describe those patterns and compare and contrast the
prosodic structure of SiSwati with the types of prosodic structures which occur cross-
linguistically.

One theory which has tried to describe prosodic structure cross-linguistically is
metrical phonology. One of the insights of metnical phonology is that words are not just
strings of sequential elements but rather that they are organized hicrarchically into rhythmic
units. Instead of rhythm being represented featurally, it is represented structurally as an
organization of syllables, words, and phrases. This conception of structure is developed
by, for example, Liberman and Prince (1977} and Selkirk ( 1980).

One of the ways in which this organization has been represented is in prosodic

ology, where a constituent tree hierarchy is proposed to express the metrical structure

of a language (MNespor and Wogel, 1986). The hierarchy is strictly lavered, with each

constituent of a lower level being dominated by a constituent at the next level up, although

later work indicates that strict layering may not be a necessary component of the hierarchy,

and that elements undominated by constiteents at the next higher level may still be

prosodically licensed (Downing, 1993, Bagemihl, 1991). In this hierarchy, syllables are

gathered into binary fect, feet are gathered into words, and words are gathered into

phonological phrases. Such groupings apply to all syllables, regardless of morphological
ar syntactic structure.

* Thanks to Mary Beckman, Beth Hume, and David Odden (or guidance with this paper. The data presented
here were gathered in a Field Methods course ught by David Odden during Autumn Quaster 1994 and
Winter Quarter 1995, Thanks to Buth Dlamini for acting as the consultant in that class. Thanks also to
Mnr}' Bradshaw ﬂ;rh:lp with seme transcriptions and 10 Panos Pappas for proofreading. A special thanks o
Laura Downing for taking the time to discuss some issues with me. Any mistakes in this paper are my
own responsibility. Work on this paper was supporied by an N5F Graduate Student Fellowship.
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This paper will concentrate on structure at the level of the foot, that is, the structure
immediately dominating syllables, since that 15 the level that is of interest in SiSwati, Feet
have a different status in different languages. In English, for example, feet are so impartant
that children often cannot even pronounce material outside of the foot, such as an
unstressed initial syllable. Thus, English-acquinng children often say things like [nzna]
for "banana,” omitting the unstressed initial syllable which is not part of the foot, Gerken
(19496) surveys work pointing to canonical metrical patterns in children’s early speech,
citing as supporting evidence facts such as the more frequent omission of weak syllables
from the sequence weak-strong (like in the word “giraffe’™) than from the sequence strong-
weak (like in the word “zebra™). Echols (1996} also discusses the “trochaic bias” of young
English-acquiring children, who tend to focus on, store, and then produce strong-weak
sequences. OF course, this trochaic bias is later weakened, as evidenced by the fact that
adults can produce a greater range of structures than just strong-weak, although Cutler
{1990} does report that the most common word type in English i3 a polysyllable with initial
stress. The foot in English is also crucial in phonological processing, as shown by Cutler
and Morris (1988). They showed that in English, strong svllables (with full vowels) are
likely lexical word onsets and so listeners attempt lexical access at strong syllables.

In Indonesian, the evidence for foot structure is stress assignment, which does
seem to pervade the language, just as it does in English (Cohn and McCarthy, 1994},
However, contrary to the situation in English where foot-structure is only marginally
affected by morphology (as in, for example, tri-syllabic laxing), foot structure in
Indonesian is greatly influenced by morphology. Suffixed words act differently in stress
assignment than non-suffixed words. For example, suffixed words do not have the
secondary siress that is present in monomorphemic words of the same length. This can be
seen in & comparison of the four-syllable suffixed form [bicard-kan] “speak about™ with the
four-syllable monemorphemic form [bijaksdna)] “wise.” This difference in stress belween
suffixed and unsuffixed forms corresponds, Cohn and McoCarthy suggest, “to the
traditional distinction betwesn thythmic and demarcative stress.” Thus, in Indonesian fool
structure is present throughoul the language and interacts with the morphology.

In Japanese, on the other hand, fool-structure is not so all-pervasive as il is in
English and in Indonesian. However, the foot, or at least some notion of binarity of morae
or syllables, is still a useful construct in a description of Japanese, For example,
truncations obey minimality restrictions, both for minimal word size (greater than a
syllable) and for minimal stem size (at least bimoraic) (Itd, 1990). An example 15 that
[saiko], a4 name, can be shortened to the bimoraic [sai-{chalN)], since the name is a stem
which must be followed by the suffix [chaM] whereas [saikederikku], “psychedelic.” a
borrowing, can anly be shortened to bisyllabic [saike], since it is a free-standing word,

Even in languages in which feet have not been posited before, such as in Sesotho, &
Southern Bantu language which has "stress” as a prominence on the penult, early words
are typically bisyllabic (Demuth, 1996, reporting on work by Connelly, 1984). However,
only examples where a bisyllabic root 12 left after the prefix is truncated are reporied. No
examples of truncations of trisyllabic or longer roots are reported. Thus it is not clear
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whether this phenomenon is evidence for a bisyllabic template or for omission of
inflectional morphelogy. Supporting evidence for a bizyllabic template in Sesotho comes
from bisyllabic word minimality, which is a restriction in the language.

Thus, even in languages without stress-based alternating rhythmic feet there is still
evidence from minimality and from acquisition for some kind of “foot.” Foot-structure
thus differs in both functional load and in function from language to language. Fool
structure can serve either as a unit organizing syllables into strong and weak (which is the
maotivation for Hayes' (1995) metrical grid theory), as a template arranging syllables/moras
into pairs (as seen by the use of “the foot™ as a template in reduplication), or as a marker of
prosodic edges (as, for example, with aspiration of voiceless stops in English).

In SiSwati, the prosodic structure is such that it is not clear whether the bisyllabic
prosodic constituents that are present qualify as “feet” in the rhythmic, binary, strictly
layered sense of the term. Nonetheless, evidence for bisyllabic prosodic constituents does
appear throughout the language in different morphological domains (which are divisions of
morphemes and strings of morphemes into classes based on function and distribution).
However, there is evidence for only one such unit per morphological word, and in some
cases the unit seems to be acting simply as a measure of bisyllabic minimality. Vanous
types of evidence can be adduced for the presence of prosodic structure. One type of
evidence for these prosodic constituents is the presence of additional material (in addition to
the usual morphology) in a shorter word that is not present in a longer word, This extra
material i not morphologically part of the word in that it would not be pant of the lexical
entry for either the root or the affix. Additional evidence for these prosodic constituents
coemes from allernations involving the edges of the constituents.

The constituents can be shown 1o be prosodic (and not morphological) dee 1o the
behavior of onsetless initial syllables. There 1= evidence that onsetless imtial vowels, which
are syllabified with the prefix, are excluded from the prosodic structure. Initial onsetless
vowels cross-linguistically behave differently than vowels in syllables with onsels, as
shown, for example, by a detailed examination of onsetless vowels in Kikerewe (Odden,
1995).

It will be claimed here that the prosodic structure in SiSwati 15 not generalized so as
to be "built" automatically on every word in the language. Rather, this type of structure will
be assumed to be present only when there is direct evidence from augmentation or from
alternations that attests to its presence. It is not assumed that the native speaker generalizes
from the evidence and goes on to proliferate prosodic structure in other environmenis, but
rather that the speaker/hearer tolerates ambiguity as to the presence or absence of prosodic
structure, given a lack of positive evidence. As Trubetzkoy (1962, p.274) says, regarding
phonological means of signaling sentence, word, or morpheme: boundaries:

They can probably be compared to traffic signals in the street. .. It
15 possible to get along without them: one need only be more careful
and attentive. Therefore they are not found on every street comer bat
only on some. Similarly. linguistic delimitative elements generally
do not occur in all positions concerned but are found only now and
then,

Furthermare, it is not assumed that syllables must be gathered into this type of
prozodic structure to be pronounceable. This is contrary to what has been suggested for
foot structure by the strict layering hypothesis (articulated by Selkirk, 1984). The
conception of prosody in which units such as syllables or morae may be prosodic licensors
without being dominated by higher level structure such as the foot resembles the prosodic
structures described for Aranda by Downing (1993) and for Bella Coola by Bagemihl
{1991}, who allow for a mora to be a prosodic licensor without being syllabified. So oo
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syllables in SiSwati need not be parsed into these prosodic domains in order 1o be
pronounced. Thus, [¢ ohw is as permissible as [[o ollw-

Since, as discussed above, the notion of “foot” means so many different things in
s0 many different languages, instead of taking “the foot™ as a primitive constituent that is a
part of a universal prosodic hierarchy, the “foot™ will be decomposed into two more
primitive concepts, the concept of binarity and the concept of a domain. The bisyllabic
prosodic domain in SiSwati can then be viewed as the product of the general notion of
binarity (Itd, Kitagawa, and Mester, 1995) applied to the general notion of phonological
domains (Kisseberth, 1994). The general notion of binarity as described by Ité, Kitagawa,
and Mester {1995, p. 25) states that:

In prosodic structures with no more than binary branching, every
constituent lies at one edge (left or right) of some larger constituent, is
prominent within some larger constituent. Constituent prominence in
(maximally ) binary stroctures can be expressed as alignment within a higher
constituent. ... Every prosodic constituent is aligned with some (properly)
containing prosodic constituent.

The general notion of “domains,” as put forth by Kisseberth (1994, pp.133-134),
is that they are: “a sequence of phonological material enclosed by a left and right bracket™
which are “direct reflexes of phonological, morphological, and syntactic structure.” Such
domains are nol restricted in size, and may be of any length. Selkirk (1986) is a precursor
to Kisseberth in the use of prosodic domains, although it must be noted that she argues
{contrary to the views taken here) that the theory of domains does not include feet, only
higher levels such as prosodic words and prosodic phrases. She gives a representation of
domains as follows:

(2) al.-Ja a = a syntactic or phonological category

The notion of peneral binarity captures a crucial pattern in language: a distinction or
alternation between adjacent elements. There need to be distinctions created between
adjacent elements in order for them to be both pronounceable and perceptible. One such
example of an alternating pattern is syllable structure. For example, Mattingly (1981,
p.418) writes that:

The general prerequisite for parallel ransmission [which “makes possible
higher information rates for speech than would be possible in a truly
segmental process™] would appear to be that the constrictions of one or
maore closer articulations must be in the process of being released or applied
in the presence of constrictions for one or more less close constrictions.

Another example of the pervasiveness of binarity for production and perception is the
“Ohligatory Contour Principle,” originally mativated by tone languages, where adjacent
identical elements are disfavored (Leben, 1973}, A final example comes from stress, where
thythm is created by an alternation of strong and weak syllables (Hayes, 1995).
Furthermore, binarity can be imposed on any level of structure, not just on the syllable (as
it is in the traditional foot). For example, Stowell (1979, p.61) describes stress in
Passamaquoddy, in which “feet themselves are paired into larger binary feet, resulting in an
undulating stress contour from foot to fool.™

Furthermore, the general notion of a prosodic "domain” is also useful, as has been
shown by its utility in a wide range of issues. Many phenomena are neatly captured by
prosodic domains, One example {:?: phenomenon that can be expressed using domains is
tone and the issue of the span of realization of a tone (Odden, 1994; Kisseberth, 1995;
Hsiao, 1995; Donnelly, 1996). Another such phenomenon is nasal harmony and 1550es
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such as transparency and opacity (Homer, 1995). Yet another example involves vowel
harmony and the issue of parasitic harmony (Cole and Kisseberth, [994). One final
example of the utility of domains is in accounting for vowel lengthening and issues such as
the finding that vowel lengthening is greater when the voiced consonant is tautosyllabic
with the preceding vowel (that is, in the same prosodic domain) than when they are
heterosyllabic {Davis and Summers, 1989; Lavefer, 1992), Thus, the decomposition of
“feet” inte the concept of “binarity™ applied o “domains" proves 1o be an insightful division
to make, whereas taking “feet” as primitives does not allow for generalization (o so many
heterogeneous phenomena.

The first piece of evidence about prosodic structure in SiSwati comes from word
minimality. The shortest word in SiSwan is two syllables long. Moreover, words which
might otherwize be monosyllabic, because they consist of a single C root with a single
vowel suffix, have an additicnal syllable added on which does not appear in words formed
from longer roots. This is the first indication that there 15 some sort of prosodic structure
present. The presence of the augmentative syllable in shorter forms indicates that in order to
be pronounceable as a word in SiSwati, there must be at least two syllables. Instead of
claiming that the presence of an augmentative syllable in what would otherwise be sub-
minimal words implies that every word begins with a bisyllabic prosodic constituent, the
minimality requirement will be interpreted as a type of measure which determines whether
something is long enough to be a word.

The next evidence relating to prosodic structure comes from the verb stem, which
may be preceded by several prefixes and which consists of the verb root together with
following affixes. Hankamer (1989), who studies morphological parsing in Turkish,
cvaluates affix-stripping morphological parsing vs. root-driven morphelogical parsing (in
which the parser actively seeks out the root) from both a computational and a
psycholinguistic perspective. Agglutinative languages like Turkish {and SiSwau) pose
problems for overly simplistic models of processing and lexical access which are based on
morphologically simple languages. Hankamer, in studying parsing, makes the mumm
based on Turkish morphology, that the word is root-initial. Thus, in Turkish the choi
between root-driven and affix-stripping parsing is basically a choice between lefi-to-right
and right-to-left parsing. He concludes that considerations from both psycholinguistic and
computational perspectives point to the advantages of root-driven analysis. Interpreted
broadly, this means that identification of the root 15 a crucial xlc]i:: in parsing. Since in
SiSwalti the stem generally starts with a root {but is eded by ixes), knowing where
the left edge of the stem is would help identify the El?fndgc of I:]::mot. and thus provide
benefits in parsing. 50 having prosodic structure based on the stem and making the stem
prominent would be beneficial. As Cohn and McCarthy ( 19494) write,

It seems quite plausible that the favored left-edge alignment [of the roos with
the prosodic word, for Indonesian] has an explanation in the processing
domain, perhaps because the coincidence of a root edge and a conspicuous
prosodic word edge favors lexical retrieval,

Although the metrical structure of English iz quite different from the prosodic structure of
Siswati. nevertheless Cutler and Norris® observations about lexical access at “strong”
syllables seem applicable, although “strong™ must be interpreted somewhat differently since
“strong” in SiSwati refers to having a consonantal edge of a certain type or to being of a
certain length; it does not refer to having a certain vowel quality which appears with
stressed vowels, As Cutler (1990, p.119) suggests,

Thus, native speakers of different languages might use a number of
different variants of the same basic type of segmenting device. The metrical
sepmentation stralegy 15 a specific proposal about how such a device
operates for a free-stress language like English. But even in languages with
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other prosodic struciures there might still be quite similar possibilities for
seEmentation routines,

Getting back to the verb stem in SiSwati, the prosodic situation in the verb stem is
complicated by the fact, which holds throughout the language, that onsets are obligatory in
SiSwati except word-initially. Although there is a two-syllable minimality requirement in
the stem just as there is in the word as a whale, the stem is different than the word in that
minirmality does not always hold. The reason for this is perhaps because the stem iz uswally
embedded in a word which is at least two syllables long (simply becavse of morphalogical
considerations), so even if the stem iself is monosyllabic, the word as a whole is still
bisyllabic and hence pronounceable. Evidence for minimality in the stem comes from
augmentation. Stems which are constructed from shorter roots may include mere material
among their affixes than stems which are constrected from longer roots. Again, stem-
minimality is a measure of well-formedness, but it is not assumed that prozodic
constituents are generalized to occur everywhere. Minimality is simply interpreted as a
measure when there is actual evidence of a length-based alternation

Furthermore, there are edge-based alternations in the stem which seem to make a
stronger edge, hence, beneficial for m:slng. The edge which is “strong” is not the edge of
the morphological stem but rather the edge of some prosodic constituent, which will be
argued here to be bisyllabic because of the minimality requirements. Although the exclusion
of ansetless initial vowels from the prosodic structure does make a strong lefi edge for the
prasodic domain, this would be problematic for a model of lexical access such as the cohorl
model (Marslen-Wilson and Welsh, 1978), which begins lexical access at the left edge of
words {or stems, presumably, in this case), singe the lefi edge of the prosodic demain
actually excludes material which is morphologically part of the root and which must be part
of its lexical entry.

The next data relating Lo prosodic structure come from reduplication, The
reduplicant in SiSwati is prefixal and two syllables long. Evidence for bisyllabic minimality
comes from forms with shorter roots which have augmentative material in the reduplicant,
since the rool itself, without suffixes or final vowels, acts as the base for reduplication in
SiSwati.

The final data related to prosodic structure come from two of the noun class
prefixes, which are reduced unless that would make the word less than two syllables long
(ignoring initial onsetless vowels, which, as noted earlier, have a different status in SiSwati
than vowels with onsets).

Although there is evidence for prosodic structure in SiSwati from zlternations and
augmentation, there is no evidence {psychological or neurological) as to how this structure
is assigned and parsed by the native speaker - whether by rules, constraints, neural
neiworks, stochastic calculations or some other mechanism. Grammatical rules,
constraints, and any such mechanisms are not psychologically valid, they are simply
expository devices. In a sense, they are metaphors for language processing, This paper will
not deal with the types of metaphors which "build” prosodic structure but rather will be
confined to describing linguistic evidence (of the type thal can be transcribed) which can be
interpreted as support for prosodic structures. Furthermors, in many cases of alternation
there is no evidence supporting one or the other form as more basic or "underlying." As
such, the alternations will simply be stated, without choosing one or the other as
underlying.

The paper is organized as follows. In section 2, background information on the
phonology and morphology of SiSwati is given in order to enable the reader to understand
the examples, In section 3, examples of word-minimality which point to bisyllahic
minimality are given, using data from imperative formation. In section 4, the phonological
patterns in the stem which point to a bisyllabic prosodic domain in the stem are presented,
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Such data include stem-minimality data from passive formation, evidence from tonal
phenomena, and edge effects (including a case of complementary distribution and a case of
palatalization). Section 5 entertains the question of whether there is evidence for
overlapping prosodic domains. In section 6, minimality data from reduplication are
discussed. Finally, in section 7, minimality data from two of the noun-class prefixes are
discussed.

2 Background Information on SiSwati
2.1 Phoneme Inventory

SiSwati has a canonical five-vowel system, consisting of the vowels fa e o 1 0/,
Only the three non-high vowels may occur root-initially in verbs,

SiSwatt has a rich consonant inventory, as shown in (3). In this table, /p° * k" &Y
are ejectives and/h d g v j i K ¢ dw are depressor consonants. The consonants listed as
[tsP] and [tf] are allophonic, with [tf] occurring before labials and [t5"] occurring
elsewhere,

(3}
ahial coronal dorsal laryngeal |
stop p" p‘ t r Er % k
by b d q
fricative || 5 i T h
v i fi
affricate [0
dv ]
click o 2
C 4
nasal m n ny 1
APprox. ]

2.2 Syllable Structure

Omsets are maximized. This means that all consenants are syllabified into the onset,
which may contain up te thres consenants. Coda consonants are nod allowed. As discussed
below, although there are morphemes that end in consonants, such momphemes are always
followed by another morpheme that begins with a vowel, allowing the consonant to be
syllabified as an onsel. Hiatus is not allowed. Hiats 15 resolved by ghde formation of the
first vowel if it is high and deletion of the first vowel otherwise.

13 Tone

High and Low tones may occur anywhere in a word. Voiced stops, voiced
[ricatives, and sometimes /1 m w y/ are depressor consonants. In words where the onsct of
the expected tone-bearing syllable is a member of the class of depressor consonants, the H
tone is realized one syllable to the night of its position in words of the same length that do
not contain depressor consenants. This phenomenon, however, does not occur when the
onset of the following syllable is a depressor consonant. A H tone surrounded by two
depressor consonants is realized as a nsing tone. H tones on the penult! are realized as
Falling tones. Tone will not be transcribed here except in the section dealing with tonal
phenomena.?

! The penult is longer than other syilables on words in isolation bul i nol longes on phrase-medial wionds,
implying that it is phrase-level lengihening.

I Bradshaw { 1996) gives 3 comprehensive account of wae in SiSwali in which she argues for H. M, and L
tomes, where the L tones mvolve depression amd the M tone 15 phonologically unspeciiied
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2.4 Verb Structure

SiSwati has agglutinative morphology. Much of the evidence presented in this
paper comes from the “verb complex.” a morphologically complex word. The verb
complex consists of prefixes; the root; verbal suffixes {called “extensions”), of which there
can be several concatenated together; and a final vowel, of which there is only ane (it is
obligatory and is always the last suffix).

(4} subject prefix + object prefix + verb root + verbal suffix + final vowel

Prefixes include subject concords and object concords. There are 13 noun classes in
Siswati {including the infinitive), each of which has its own subject and object markers.
Thus the verb may show agreement with the noun ¢lass of the subject and with the noun
class of the ohject. Prefixes may also include such tense markings as the progressive [ya-]
and the future [t'av-].2

Roots may be either H-toned or toneless. Rools may have any of the different
shapes shown in (5), but they are always consonant-final. This is not prosodically well-
formed (since codas are not allowed), but the root never occurs alone, always with a final
vowel or a suffix, ("C" stands for one or more consonants. )

(3] - -CWC- -CVCVC-
Y- -YWCWC- -VOVCVC-

The verbal suffixes known as extensions include such categaries as the applied fel!
(known as "henefactive” in non-Bantu languages), the cansative /s, the reciprocal f-an/,
and the perfective f-ilef, Final vowels, which occur after verbal suffixes, include such
categories as the positive indicative /-af, the subjunctive /-e/, and the negative /~if. Some
examples of verh complexes are given in (6).

(6]

a. kulima: ku Im =a

“to plow” infinitive raat  final vowel

b. kunalimi : ku na 17 S

"t not plow” infinitive neg, marker  root  final vowel

c. kulimisa : ku lim  is a

"to canse to plow”  infinitive roof  cawsative  final vowel

d. kulimisana : ku lim s an a
"to cause efo to plow" infinitive roat  cansative reciprocal — final vowel
e. mivalima : i ya lim a

I plow" {5t 5g. subj.  progressive  roof  final vewel

f. givayilima : 0 ¥a ¥i lim a

“Tplow it (afield)”  Jsfxg. subj,  progressive  close @ object roor  final vowel

"Stem,” a morphological construct, refers to the root and any following material,
including suffizes and final vowels, For a more thorough treatment of SiSwati verb
structure, see Ziervogel and Mabuza {1976) or Taljaard, Khumalo, and Bosch (1991).

3 An alfternative transeription is [t'awu], which dess not conirsdict the genesalization that hiass is
prohibited in SiSwari.
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3 Word minimality

There is no word in SiSwati that is shorter than two syllables long. (With 2 word in
the phonological sense being something which can stand by itself.) Usually, satisfying
bisyllabic minimality is not an issue in building the verb complex since there is nsually at
least one prefix and one final vowel, adding up to two syllables. However, imperatives
may occur without prefixes.

{7

a. ku-bon-a  tosee e, bon-a see!

b. ku-bal-a  to write f. bal-a write!
¢. ku-lim-a toplow g. lim-a plow!
d. ku-bal-a tocount h. bal-a count!

If there is an imperative of a verb root consisting of a single consonant, without any
prefixes, then that would be one syllable long, which would be sub-minimal. This situation
15 averted by the use of an extra syllable, [-mi] in just the cases which would otherwise be
too short (seen in the representative forms in (8f-11). Augmentation of shorter forms can be
seen in a comparison of the imperatives of -C- verb roots like [-k"-] (8g) with the
imperatives of -CVC- and longer verb roots {as in the representative forms shown in (Te-
.

{8}

a. ku-y-a o go f. y-a-ni L

b. ku-kP-a  topick £. kM-a-ni pick!
c. ku-b-a 1o be h. b-a-m be!

d. ku-ts"-a 1o say i 1s"-a-ni say!
e. ku-k-a 10 eal - B-a-ni cat!

It is not simply the case that -C- verbs automatically require the longer form of the
imperative, as seen by -C- verbs which take either an object prefix or a negative prefix.
Representative examples of -C- verbs like [-B-] when they are in the imperative with object
prefixes or negative prefixes are shown in (9). These verbs, in which the verb complex is
at least two syllables long, do not have the extra syllable [-ni-]. Thus, the use of the longer
form with [-ni-] in it is dependent on the actual structure of the verb complex, not on the
shape of the verb root itself. That is, the criterion for using the svllable [-niﬁ 15 whether the
waord itself is one syllable long or not, not whether the verb root 15 of the form -C-.
{Unfortunately, the only forms available to show this here are either in the subjunctive with
final vowel [-e] or in the negative with final vowel [-i], making them not entirely
comparable to the forms in (7) and (8) which have final vowel [-a]. )

(%)
a. gu-k-e {go shead and ) eat ! (the food) b. una-f-i don't die!

Examples of -CVC- verbs like [-bal-] with object prefixes and negative prefixes are shown
in (10} for comparizon with (9).

{10
a. i-bal-e  {go ahead and) count them! (the shoes) b. uga-bal-i  don't count!

What might at first glance appear to be evidence contradicting the point illustrated by the
data in (%) comes from the plural marker in the imperative, which is also the syllable [m].

(11}
a. ku-bal-a 10 coumt b. bal-a-ni  count! (pl.)

Use of augmentative [-ni-] occurs even with the plural marker [-ni-].
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(12)
a. ku-m-a 1o stand c. m-a-ni-ni  stand! (pl.)
b. ku-k-a 1o eal d. K-a-ni-ni eat! (pl.)

However, this could be explained if the plural marker were outside of the phonological
unit, perhaps acting as a clitic. The tonal data on this point are ambiguous. In the imperative
of wneless verbs, there is a H wone on the penult unless that is also the stem-initial syllable,
in which case the H tone iz on the final syllable. ;

(13)
a. limd plow! b. liméla plow for!

Furthermore, the augmentative syllable does not receive a H tone, even if it that means that
the H must be on the stem-initial syllable.

(14)
a. ydm go! b. * yani

Given these two facts of tone assignment, the plural imperative could be interpreted either
way. Either the [ni] iz part of the unit and the H is on the penult or else [ni] does not count
as part of the phonological unit but the H is avoiding the stem-initial syllable.

{15)
a. bicéni mix! (pl.) b limdni plow! (pl.)

Further data about the status of the plural marker come from penult-lengthening. Although
it is the syllable before [-ni-] which is lengthened and that is the penultimate syllable in the
word {which might be interpreted as implying that the [-ni-] is being included in the
phonological word), what might actually be happening is that it is the phrase penult which
is lengthened and not the word-penult. In that case the lengthening would imply that the
suffix is excluded from the phonological word bat that it is included in the phonological
phrase. Thus the data about [-ni-] will not be taken as contradictory data, and it will be
maintained that the augmentative [-ni-] in the imperative 15 only used if the word iself 15
less than two syllables long.

4 The Verb Stem

Downing (1994, 1995) argues for a prosody/morphology mismatch in SiSwati
{based on data FECII'I! reduplication and tone). She postulates the existence of a "prosodic
stem,” which is an unhounded prosodic structure related to, but not isomorphic with, the
morphological stem. In the following examples from Downing, the symbols () mark the
“prosodic stem™ while the symbaols [} mark the morphological stem.

(16)
a. [(khuhima)] talk c. [{tfiitsa)] move house
b. [e(hlukdnisa)] distinguish d. [e({tsaméla)] bask

It will be shown below that mimimality data, tonal effects, and edge effects show that
onsetless vowels are excluded from the prosodic entity (called the "prosodic stem” by
Downing) while they are included in the morphological stem. So, as Downing claims, there
is some prosodic entity present that is not isomorphic with the stem. Minimality data
presented below, though, argue for this prosodic entity being bisyllabic, not an unbounded
"prosodic stem” as Downing claims. Mone of the data presented here require an unbounded
"prosodic stern.” In this section, evidence for the hisyllabicity of the prosodic structure of
the stem will be shown based on minimality considerations, followed by a discussion of
edge effects which suppor the existence of prosodic structure in the stem.
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4.1 Stem Minimality

At the stem level, there are many examples where the stem (root and following
material) is less than two syllables long. Any example with a -C- root and a single final
vowel constitutes an example. For example, in (17) the infinitive prefix [ku] does not count
as part of the stem, leaving only [-Ca-] {which is one syllable) in the stem. In such cases,
there i no augmentation.

(17)

a. ko-g-a to et e. ku-f-a to die
b. ku-lw-a to fight f. ko-kM-a to pick
c. ku-y-a to go £- ku-m-a to stand
d. ku-w-a to fall

Thus, the stem does not manifest the same kinds of minimality requirements that the whole
word does. However, in a certain class of examples, shorter roots take a different (longer)
form of the affix than longer roots do. For example, roots consisting of a single consonant
have the form C-i-w-a in the passive, where C is the root and [a] is the final vowel, The
[-i-] can be interpreted as an augmentative element.*3 The crucial difference between the
examples in (17} and (18) is that in (18) a single vowel more among the affixes (where
"more” means more as compared with what appears among the affixes in the passive form
of longer roots) makes the stem bisyllabic, since the fw/ of the passive can provide an
onsel. On the ather hand, an entire syllable more (again, with "more" meaning more as
compared with what appears among the affixes in the infinitive of longer roots) would be
needed to make the stem of the infinitive forms bisyllabic. Although both a vowel and an
entire syllable change the prosodic structure and the syllable count of the affixes when
comparing shorter and longer roots, it seems that a difference of an entire syllable might be
too “expensive” prosodically at the level of the siem, especially since the word itself,
including the prefix, is bisyllabic anyhow and hence pronounceable as a word. The
implication is that the presence of the longer form is not due 1o the passive construction per
se, but rather to the fact that the passive suffix only needs one vowel to make the difference
between shorter and longer affixes, since there is a single consonant present either way
which can serve as a syllable onsel.

{18])

4. banana wa-k'-j-w-a the: banana was picked
b. lubisi lwa-k-i-w-a the milk was eaten

c. imali ya-pi-w-a the money was given

The bisyllabic domain would begin at the left edge of the stem (although with these
examples it is not crucial whether it 15 the left or the right edge of the stem, see (35) for
evidence in this regard). In the following examples, square brackets indicate the presence
of a prosodic domain.

4 The [-i-] which aupments the passive suffix [-w-] is the most consricied, and hence least vowel-like,
vowiel, which seems 1o involve the least amoum of displacement of the anicularors between consonants and
50 i3 chosen as the contentbess sugmentative chement. Although [-u-] is just as consinicted heighl-wise as
[=1=]. ® imvedves the additional activity of lip-rounding. (Mber languages which choose [-a- | as the :pu:n.lhcﬁc
element might be choosing the most sonorows, most vowel-like sound as epenthetic. The choice of [a] as
the epenthetic el mt in some | may involve reinterpretation of a co bars as a vocalic

element (suggested by Beckman, p.c.).

5 Aliernatively, the [i] could be part of the bexical eniry for the suffix but reduced everywhere except where
that would make the stem subminimal. A third aliernative is just to stabe that the passive suffix s [iw ] weth
sharter stems and [w| with lenger stems, withoat choosing which 15 more hasic or underlying
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(19}

a. wa-[k-i-w-a] wis picked
b. lwa-[k-i-w-a] Was eaten
¢, ya-[p-l-w-a) was given

Longer roots which are CVC or longer, like [-bon-], simply have the suffix [w] in the
passive. Notice that there are voiceless obstruents {20f,g) just before the passive suffix,
exactly as there were in (18) above, In (20), the -C-w- sequences are onsets, since all
congonants are syllabified into the onset in SiSwati. The -C-w- sequences in | 18) which
would have arisen without the [-i-] would have been perfectly syllabifiable as onsets. Thus
the presence of [i] in (18) cannot be driven by syllabification, because if it were, then one
would expect a similar pattern, with C-d-w-a, in (20f-g) as well,

(20}

a. indvodza ya-bon-w-a the man was seen

b, inku yva-pend-w-a the house was painted

. t'igkMuni t"a-bondv-w-a the firewood was chopped
d. lipot'o la-mbonjot’-w-a the: pot was covered

e. umntfwana wa-pekel-w-a the child was hothered

f. luswat’i lwa-gol-w-a the small stick was bent

g umfar'i w-etfuk-w-a the wornan was insulied

Roots which are of the form -VC- pattern with roms of the shape -C- in that they have an
[i] in the passive suffix, indicating the exclusion of the initial vowel from the prosodic
stracture of the stem. In (21), even l.h-:ru$h the initial vowel is morphologically part of the
stem in that it must be part of the lexical entry of the stem, it is not counted toward
satisfying bisyllabic mimimality in the stem. For example, the root in (21a) is [-ok"-],
which appears with the noun-class prefix [wa-]. However, [wok"wa) does not satisfy
bisyllabic minimality. Thus, the morphological structure alone is not adequate to describe
the paern, indicating that prosodic structure is also necessary.

21

a. k-okP.a 1o light h. umlile w-okB-i-w-a the fire was lit

b. k-os-a 1o roast i. Inyama y-os-i-w-a the meat was roasted

c. kw-al-a to refuse Jj- imali y-al-i-w-a the money was refused
d. kw-akPa to build k. inku y-akh-j-w-a the house was built

e. kw-etsh-a to pour I. emanti etsh-i-w-a the water was poured
f. kw-eh-a 1o steal m. imbut’l y-eb-1-w-a the goat was stolen

g. kw-cl-a o winnow  n. umbila w-el-i-w-a the maize was

winnowed

Here the bisyllabic domain would begin not at the left edge of the stem, but at the first onset
in the morphological stem. The square brackets show the location of the prosodic domain.

(22)

a. w-afkM-i-w-a] was it

b. y-ofs-i-w-a] was roasted
c. w-e[mb-i-w-a] was dug

Again, it is not crucial if this prosodic domain i constrected at the left edge of the stem (bur
ignores material which is syllabified with non-stem material) or whether the prosodic
domain is constructed at the right edge of the stem, The problem is that the only time there
is evidence at all for prosodic structure with the passive construction 15 when the longer
form of the passive suffix is used: [Ciwa] or V[Ciwa], Thus there is crucially a lack of
evidence as to where the prosodic domain begins. A different type of evidence, discussed
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below in (33), shows that the domain must in fact be at the lefl edge of the morphological
stem, not at the right edge.

Downing states a minimality reguirement in terms of the inclusion of at least one
rool vowel in the prosodic stem. However, as shown above in (21), the prosodic structure
does not include the root vowel {as shown by the presence of the longer form of the
passive with -WC- verbs), although it does include final vowels in satisfying bisyllabic
minimality.

The exclusion of the initial onsetless vowel from the prosodic structure of the stem
can be compared with imperatives of -VC- verbs, which take the shorter allomorph (as seen
in the representative forms in (23)). The fact that they are vowel-initial can be seen from
their infinitives, which show the coalesced form of the infinitive prefix [ku], These forms
just have the final vowel, without the augmentative syllable [-ni-]. (Recall that subminimal
forms in the imperative take a longer form of the imperative suffix with the additional
syllable [ni]. See in (8) above.) This implies that they are already two syllables long, 50 the
initial vowel must be included in the syllable count.

(23

2. kw-ak™a to build i. y-akh-a build!
b. kw-ab-a to share j. y-ab-a share!
c. k-ok™-a  tolight in y-okMa light!

d. k-on-a to damage I. y-on-a i !
e. kw-ets-a 1o fill up m. y-etsf-a fill up!

f. kw-cl-a  to winnow n. y-cl-a winnow!
g kw-endz-a to marry . y-endz-a marry!
h. kw-enc-a o surpass p- y-enc-a surpass!

The initial [¥-] in the examples in (23} is epenthetic. Although the epenthetic [-y-] might
seem (o be preventing the verb complex from being vowel initial, the siuation is actually
more complicated since there are in fact vowel-initial prefixes which do not take initial [y-]
(seen in (24)). This cannot be a restriction forcing stems to be consonant-initial either,
since there are in fact vowel-initial stems which must be listed as such. The generalization
seems o be that [-y-] occurs only when a vowel-initial stem would otherwise be word-
initial.

(24)
a. u-fik-ile he amived c. a-mi-bon-i I don't see
b. u-budz-ile he dreamed  d. a-gi-hal-i I don't write

In summary, the stem also shows a bisyllabic minimality effect, although the effect
i5 more intricate than the word-minimality effects, since factors like the syllabification of
onsetless vowels with prefixes must be taken into account,

4.2 Tonal effects

Another effect of the prosodic domain is in the area of tone, Toneless verbs whose
stem is longer than bisyllabic have a H tone on the penult in the remote past tense (which is
realized as F). The other H or R tone is contributed by the prefix, for example in (25a) by
[4], where [wd] is a fusion of [u + 4] and [u] is the third singular marker.

(25)
4, wil-lakil-a she weeded
b. pa-takdl-a I weeded

¢. sdt-lim-el-in-a we plowed for each other
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Toneless verbs whose stem is two syllables long or shoner have a H tone on the final
syllable.

(26)
. wil-lim-4 s/he plowed ¢ wi-y-d s'he went
b. pd-lim-4 I plowed d. wii-b-d she was

e, wi-tshj she said

This is again a length-based phenomenon. In general, the H tone is realized on the penult.
In the shorter cases in (26 a-b), there are two possible generalizations accounting for
realization of grammatical H on the final syllable instead of on the penult (in two syllable
words the H is on the final syllable because that is the only available syllable):

(27)
a. a general avoidance of having the grammatical H tone on the first syllable of the prosodic
domain;

b. an ebligatory contour principle (OCP) effect causing the H of the subject marker and the
grammatical H 1o be nen-adjacent.

Toneless verb roots which are vowel-initial and whose stem is three syllables lon
have a H tone on the final syllable, not on the penult (as seen in (28)). This evidence coul
support either hypothesis (a) or (b). This could be a general avoidance of the first syllable
of the prosodic domain (which is marked with the symbols []), with the initial onsetless
vowel excluded from the prosodic domain. On the other hand, due to resolution of hiatus,
the [-a-] of the subject prefix is not realized, which would cause an OCF violation if the H
of the grammatical tone were realized on the penult.

(28)

2, w-&[lap"-d] she healed d. w-&[nget’-d] sthe added
b. w-&[tfuk-4] sfhe was surprised e w-&[ngul-d] sithe skimmed off
¢. w-&[ngam-id] she towered over f. w-é[lus-4] s/he herded

Thus, more evidence is needed to decide which of the generalizations about shorter stems is
correct. If 515 {b) were the case, one might expect the second H tone 1o not surface
at all in (26d-), since the H is adjacent to another f-ﬁun:, violating the OCP. Another
argument against hypothesis (b) is that adjacent H tones are in fact tolerated in SiSwati in
other forms, such as in the infinitive.

(29)
a. kii-lim-a to bite
b. kii-tshén-a to buy

What would be needed to make the case for either hypothesis (a) or hypothesis (b) would
be if there were a toneless prefix, for example, [u + a = wa] instead of the actually
occurring [u + & = wii]. Then if the grammatical H still appeared on the final syllable, for
example in [wa-lim-d], then a general restriction on having the H on the first syllable of the
prosodic domain could be implicated in the realization of the H on the final syllable. If, on
the other hand, there were a toneless prefix like [wa] and the grammatical H appeared on
the penult, for example as [wa-lim-a], then the OCP could be implicated in the realization
of the H on the final syllable in (26). That is, if the H tone appeared on the final syllable
only when it would otherwise be adjacent to another H tone, then that would be motivation
for citing an OCP effect. However, all of the prefixes have either a high tone or a rising
tone, making it impossible to test these two ideas against each other,
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(30)

a. ni-im-4 [ plowed d. sd-lim-4 we plowed

b. wi-lim-4 youisg) plowed e ni-lim-4  you(pl.) plowed
¢, wi-lim-4  he plowed f. bd-lim-d they plowed

Thus, both proposals are viable, but there is some evidence against the OCP account,
indicating that the proposal which makes reference to the first syllable of the prosodic
domain is 1o be preferred, especially given the other evidence for the prosodic domain.

4.3 Edge Effects at the the Stem Level
4.3.1 Distributional Evidence

[ng] and [n] are in complementary distribution. [ng] appears as the onset of siem-
initial syllables and [n] appears everywhere else.

(31}
a. ku-ngabat’-a to doubt b. ku-ngen-a 1o enter

[n] appears as the onset of syllables which are not stem-initial ® The [n] may be the onset 1o
a stem medial syllable (as in (32e)) or it may be the last part of the root which surfaces as
the onset of the stem-final syllable with the addition of the final vowel {as in (32a-d)},

(32)

a. ku-borg-a 1o bellow d. ku-sef-a to milk
b. ku-cen-a 1o filier e, ku-hinel-cl-a o greet
¢ ku-tshen-a 1 buy

Thus, the appearance of [ng] vs. [n] serves as a diagnostic which gives evidence about the
left edge of the prosodic constituent.

This distribution seems o give a strong edge o the prosedic constituent. Having a
strong edge could be beneficial for parsing by helping to identify the left edge of the root
and hence the lefi edge of the stem. Ohala (1992) writes that “._as the closure gets further
back the nasal consonants that result get progressively less consonantal.” Thus, having a
release burst (due to closure of the velum before the vowel begins) may serve to make [rg]
a better, more consonantal, edge for the prosodic domain because of the perceptual salience
of the burst. The [g]. which does not have a release burst because of the lack of pressure
build-up in the oral cavity (due to nazal airflow releasing pressure), does not make as good
an edge. Again, this can be described simply as a distribution, not a lenition medially or a
fortiticn stem-initially, although there is in this case one argument that it i a lenition since
[g] acts a depressor with the class of depressors often defined as voiced obstruents
{Bradshaw, 1996).

This distribution applies only to the stem, nat 1o the word, because there are subject
prefixes beginning with [g] which appear word-initially.

(33)

a. mi-t'au-lim-a 1 wall plow
b. gi-t'au-lum-a 1 will bite
¢. ni-bon-a I see

 Srems which seem 1o have lexicalized reduplication may have [ng] stem-internally. as in () and (b} belov,
bun these could be interpreied as having [ng] an the edge of ithe reduplicant as well as [na] o the edge of the
stem. However, these lexicalized examples do not have the general shape of reduplicans discussed in sectlon

& ku-ggingi-a 1 SLamer
b ku-pgwinggwilil’-a o skim
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With vowel-initial stems, since hiatus is not tolerated and glide-formation or
deletion result, the initial vowel of the root is syllabified with the prefix. (The fuf of the
infinitive prefix flou-/ surfaces as a glide before a vowel, but does not surface before fof.)
Even though this vowel is syllabified with the prefix, morphologically it is still pant of the
stem {which, as noted above, is a morphological entity). The evidence from the
distribution of [ng] vs. [n] shows that the stem-initial vowel is excluded from the prosodic
domain, since it is [ng] which appears after the initial vowel (even though in (34d) and
(34¢) this means that there is positive evidence that the stem is sub-minimal). Referring to
the “stem" is not adequate here since the vowel is pant of the morphological stem but is not
part of the prosodic structure based on the stem. Thus, reference to a prosodic construct,
namely to the prosodic domain which is motivated above by the minimality effect, must be
made in order to explain the appearance of [1g] as the onset of a syllable which is not stem-
initial.

(34)

2. kw-engam-a o tower aver d. kw-ang-a to hug and kiss
b. kw-enget’-a o add c. k-ong-a 0 economize
¢. kw-engul-a to skim off

Evidence here does show that the prosodic constituent must occur at the left edge of the
stem and not at the right edge because lefi-edge effects are seen even in longer forms. In
(35a) for example, the prosodic domain is al the left edge of the stem so the initial onset of
the prosodic domain is "strong” (it has an oral release burst). In (35b), on the other hand,
the prosodic domain extends two syllables from the right edge of the stem. In this case, the
stem-initial onset [g] would not be the E::odbc-dnmain-initia] onset, so it would not be
“strong.” This would yield the incormect :

(35)
a. ku-[ngabali’-a 1o doube b. *ku-gafbat’-a]

4.3.2 Palatalization Edge Effects

Labial consonants which are not stem-initial are palatalized in the passive form. A
labial consonant which is root-final (36) or root medial (37) (neither of which is stem-
initial) is palatalized in the passive. The infinitive forms are shown below each passive to
mativate the claim that there is an alternation between a labial consonant and a palatal
COonsonant,

(36)

a. indvodza y-elaf-w-a the man was healed
b. kw-claph-a to heal

¢. inja ya-ngwak-w-a the dog was buried

d. ku-ngwab-a to bury

e luswat’j |wa-goé-w-a a small stick was bent
f. ku-gob-a to bend

2. umunifu w-esad-w-a the person was afraid
h. kw-esab-a to be afraid

i. umuno wa-huny-w-a the finger was bitten
j- ku-lum-a to bite

k. insimu ya-liny-w-a the field was plowed
1. ku-lim-a 1o plow
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m. umntfwana wa-lany-w-a
n. kw-elam-a

o. umnifwana wa-banj-w-a
p. ku-bamb-a

q. umpifwana wa-meny-w-a
r. ku-mem-a

(37)
a. lipot'o la-mbonjot’-w-a
b. ku-mbombot’-a

¢. U'ingebe t"a-hojos-w-a
d. ku-bobos-a

baby bomn after you
to come after

the child was held
1o hald

the child was carried on the back
10 CArTy

the pot was covered

1D Cover

ears were picrced
o pierce

However, labials which are stem-initial (and rood-initial) are not palatalized.

(38)
i inku ya-pend-w-a
b. ku-pend-a
c. umuntfu wa-pMecul-w-a
d. ku-pPucul-a
e. umtfwana wa-p“ekel-w-a
f. ku-phekel-a
. imali ya-p"i-w-a
E. ku-p"a
i. umsebenti wa-pPawul-w-a
j- ku-pawul-a

k. emanti a-bilis-w-a
l. ku-bilis-a

m. indvodza ya-bon-w-a
n. ku-bon-a

0. umnifwana wa-banj-w-a

p. ku-bamb-a

g. umnifwana wa-meny-w-a
r. ku-mem-a

the house was painted
to paint

the person was civilized
to civilize

the child was bathered
10 bother

the money was given
o give

the work was distinguished
to distinguish

the water was boiled
to baonl

the man was seen
10 see

the child was held
to haold

the child was camied on the back
o camy

Labials which are preceded only by an onsetless syllable, but where the labial is the
first onset in the stem, also are nod palatalized. Again, this is evidence that the stem-initial
onsetless vowel, which is syllabified with the prefix but iz morpholegically part of the
stem, is not included in the prosodic domain. So referring to the "stem” is inadequate,
because the "stem” is a morphological entity which does include the initial vowel, but
according 1o the distribution of labials in the passive forms, the initial vowel is prosodically

excluded.
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(3%)
i imot'o y-ebolek-w-a
b. kw-ebolek-a

c. silala s-ebul-w-a
d. kw-ebul-a

&. emanti ab-i-w-a
f. kw-ab-a

g. babe w-embul-w-a
h. kw-embal-a

i, tintuku t"-omis-w-a
j. k-omis-a

k. insondve rr.p“mf—w-n
I. kw-epiotsh.a

REBECCA HERMAN

a car was borrowed
1o borrow

the tree was peeled

o peel

the water was shared out
to share

the father was uncovered
10 UnCOvEr

the nut was made dry
1o dry

the wool was twisted
by st

There are stems beginning with palatal consonants, so the restriction on palatalizing stem-
initial labials cannot simply be a blanket restriction on stem-initial palatal consonants,

(40)
a. ku-fab-a 1o repair c. ku-fad-a o get married
b. ku-f-a to be burnt d. ku-jayiv-a 1o dance

Chen and Malambe ( 1993), who analyze palatalization in SiSwati, suggest that the
passive suffix consists of a floating “palatal™ feature. Chen and Malambe’s suggestion of a
floating feature for palatalization distinguishes underlying stem-initial palatal consonants,
which are licit, from stem-initial palatal consonants created by passive palatalization, which
are not allowed.

Again, this seems to be an edge effect on the prosodic constituent, preserving the
unpredictable stem-initial place of anticulation and so making it “stronger” in some sense by
making il easier 10 access,

5 Overlapping prosodic constituents?

It has been argued that there is a prosodic consituent measuring word minimality
and a prosodic constituent based on the stem, but since the stem is embedded in the word
and usually preceded by prefixes, one ﬁsiblt concern is that the two constitluents might
overlap. This would be problematic because prosodic structures are not supposed to
overlap — that would defeat their organizational purpose, Kisseberth (1994) assumes that
domains of a given type do not overlap. He claims that “domain structures such as the
following:

ool P[_'l']q le...

are considered ill-formed.” In order to get evidence for overlapping prosodic constituents
from the stem and word domains, there would need to be a particular configuration giving
evidence for both types of structures in the same word, Again, it is not claimed that every
word or every stem has a binary prosodic domain imposed on it. The demains are only
claimed to occur when there is actual evidence for them. The evidence from the word as a
whole 15 minimality, in the form of the augmentative syllable [-ni-] in the imperative of -C-
verbs, The evidence for prosodic structure from the stem is either the avgmentative [-i-] in
the passive, having a H tone on the final syllable in the remote past tense, the [nglfn]
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distribution, or the distribution of palatalization in passives. Thus [-ni-] would have to
appear with one of the other tﬁfcs of evidence. For example, if there were an imperative
form of a -C- verb consisting of [-0g-], with the form [ng-a-ni], that would give evidence
for prosodic structure for both the word and the stem (even though the two structures in
that case could be construed as hierarchically arranged [[ng-a-nilyemlword, MOL a8
overlapping). However, there is no such verb. Or, there could be an imperative form of a
passive verb, such as [§-i-w-a] "be eaten!", or an imperative of & remote past tense verb,
which cannot be elicited because an imperative can be inflected for neither tense nor subject
while a remote past verb would have to be inflected for both tense and subject. In any of
these cases, though, the word would have to be exactly two syllables long, but that would
not be long enough for a structure like [ syll.l wisyll.2]5 s¥ll.3]k . Thus evidence as to
what happens when there are overlapping prosodic constituents is hard o come by, since
evidence for having prosodic structure in the word as a whole 15 limited to -C- root
imperatives.

6 Reduplication

In SiSwati, the reduplicant is two syllables long (as noted by Kivorm and Davis
(1992) and by Downing {19;4. 1995)). This has been analyzed as a foot-shaped template,
but as mentioned above, the pnmitive notion of “foot™ has been decomposed here into the
idea of binarity applied to a prosodic domain. Thus the reduplicative template, while it is
bisyllabic, is not called a “foot™ here. Reduplication adds the meaning of doing something
“a lintle"” to the verb. If the root itself is at least as long as CVCVC (remembering that roots
themselves are actually always consonant-final), then the reduplicant simply copies the
melody of the first two syllables of the root. The reduplicant is underlined in all of the
following examples.

41

a. ku-tfuku-tfukuishelisa to cause to get a little mad
b. ku-EPulu-k'uluma 1o say a little

¢. pi-ya-tfuku-tiukutsela I get a lintle mad

d. ga-tfuku-tfukutsela 1 got a little mad

e. gi-k"ulu-k"ulumile T've said a little

f. pi-ngwingwi-ngwingwilit’ile I've skimmed a little

g- ku-na-tfuku-tfukutseli o not be a linde mad

h. ku-na-kPelu-kPulumi to not say a little

If the root itself is only of the form -CVC-, then the second vowel in the reduplicant
is always [a], no matter what the second vowel of the stem is.” In this regard, note
especially examples (42g-1) and (421), in which the second stem vowel is the [-1-] of the
suffix [-ile-] or of the final vowel [-i] but the last vowel in the reduplicant is nevertheless
still [-a-]. Thus, the reduplicant seems to have a bisyllabic template in which the root
melody is filled in, but it is augmentable with other material if necessary. Here it should be
noted that although Downing (1994, 1995} uses two types of evidence for the prosodic
stem, reduplication and tone, the base for reduplicarion is the root itsell whereas the
application of local shift (a tonal process in which the H is realized one syllable over from
where it is morphologically) includes the object prefix and any suffixes.

T Downing {1996) gives examples of -CVC- roods with the bemefactive derivational suflfix [-el]. She says
that such stemns may bave either a reduplicant of the form -CVCa- or a reduplicant of the form -CVCe-. She
syzpests that examgdes winich always have the final vowel [a] in the reduplicant (such as in (42)) are
assumning the shape of the "cancnscal stem” with the “predictable, regular inflectional final suffix.®
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(42)

a. ku-lima-lima o plow a little

b. ku-bopa-bona to see a little

c. fi-ya-lima-lima I plow a little

d. ni-ya-bona-bona I see a lintle

e. fa-lima-lima I plowed a little

f. pa-bona-bona 1 saw a litthe

g mi-kMula-kPulile I've grown a little
h. gi-bana-bonile I've seen a little

i. fi-lima-limile I've plowed a lintle

j. mi-ya-li-bona-bona ligundvwane [ see it a little {a mouse)
{:. ni-ya-yi-lima-lima ingadze I plow it a little {a garden)

I. ku-ga-bona-boni to not see a linde

There is another effect that motivates positing the root by itself, without suffixes or
final vowels, as the “base™ of reduplication. If the root (without the final vowel) is at least
two syllables long, then the I:xicarn:m: is realized on the base, not on the reduplicant. If
the root (without the final vowel) is shorter than two syllables, then the lexical tone is
realized on the reduplicant, not on the hase. This phenomenon supports the idea that there
is @ “base” for reduplication from which the reduplicant is copied and that the base is the
oot itself.

(43)
a. yokhd-yokPa roast it a litfle! b. yokPe-yvokMéla  roast it (for someane) a little!

The -V C- roots do not fill up the bisyllabic reduplicative template either, just like the
-CVC- roots. In these cases also, the second vowel of the reduplicant is [a] no matter what
the second stem vowel is. In the forms in (44v-hh), the second vowel of the stem is always
[a], even when the second vowel of the stem is [-i-]. This [i] is either part of the perfective
suffix [-ile-] (44v-ee) or else the [-i-] of the negative final vowel (441(-hh).

In the case of reduplication involving -¥C- roots, there are two places where hiatus
could potentially arise. One place where hiatus could arise is between the reduplicant and
the stem. An epenthetic [y-] is used to resolve hiatus here because glide-formation or
deletion are not options (glide formation because the first vowel is not high and deletion
because that would make the reduplicant less than two syllables long).* Another place
where hiatus could arise is between the prefix and the reduplicant. In this case, hiatus is
resolved by having the [-u-] of the infinitive prefix be realized as a glide (just as it does in
nen-reduplicative forms, i.e. (21)).

(44)

a. kw-andza-y-andza o increase a little
b. kw-ala-y-ala 1o refuse a litle
c. k-okPa-y-ok"a to light a little

d. k-psa-y-0sa 1o roast a little

e, k-gna-y-ona to damage a little
f. kw-gla-y-ela to winnow a little
g kw-enya-y-enya to soak a little

h. kw-eba-y-eba to steal a little

& The epenthetic [-y- ] is not copied in the reduplicant 1as alia noted by Downing (1994)), perhaps because it
15 md mephilogically pant of the root which is serving as the base for reduplication
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i. mi-y-aba-y-aba 1 share a little
- pi-y-ala-y-ala I refuse a litthe
k. gi-y-osa-y-0sa 1 roast a little

L. gi-y-ona-y-ona I damage a little
m. gi-y-etsia-y-etsh-a 1 fill up a lile

n. qi-y-ela-y-ela
0. f-andza-y-andza

I winnow a little

I increased a little (remote)

p- n-ala-y-ala I refused a little {remote)
q. N-0sa-y-0sa 1 masted a httle {remote)
. D-Ona-y-ona 1 damaged a little (remote)
8. fretsta-y-etsha I filled up a little (remote)
L. n-ela-y-ela I winnowed a little {remote)
u. n-eba-y-eba I stole a little (remote)

v. f-akha-y-akhile I've built a little

w._ f-aba-y-abile I've shared a little

x. 1-a I y-alile I've refused a lintle

¥. f-ckPa-y-okhile I've lit & little

. f-osa-y-osile I've roasted a liule

aa. f-ona-y-onile I've damaged a lintle

bb. f-ets'a-y-etstile I've poured a linle

¢, n-ela-y-elile I've winnowed a little

dd. n-enca-y-encile I've surpassed a little

ee. n-eba-y-ehile T've stolen a little

ff. ku-n-ala-y-ali
gg. ku-n-osa-y-osi
hh. ku-n-ela-y-eli

to nok refuse a little
o ot roast a linle
1o not winnow a little

ii. mi-ya-y-akMa-y-ak"a inkgu
ii. ni-ya-s-akMa-y-aka sit'ulo
kk. pi-ya-t' "-aba-y-aba t"icoko I share them a lintle (hats)

II. mi- ya-y-ala-y -ala imhuya I refuse it a little (kind of vegetable)
mm. :ju-_-,.-a-y-uk a-y-ok™a imot’o I light it a litte (a car)

nn. ni-ya-w-ok™a-y-okha umlile  Tlight it a little (a fire)

0. :ja-ya-y-osa—y-ou inyama I roast it a littke {meat)

PP. Di-ya-w-osa-y-osa umbila I roast it a little (com)

qgq. mi-yva-l-ela-y-ela liheleyisi I winnow it a little (ground dry corn)
rr. i-ya-y-gista-y-etsha imot'o Lfill it up a lieke (the car)

I build it a little (2 house)
I build it a licthe (a stool)

Below, it will be shown that in -C- roots, the augmentative [-a] is not enough to
fill the bisyllabic reduplicative template, so an entire augmentative syllable [yi] is used. The
question is whether the [y-] seen between the reduplicant and the base in (44) should be
analyzed as (a reduction of) the epenthetic syllable [vi-]. Evidence that this is just an
epenthetic [y] resolving hiatus and not an augmentative syllable comes from longer vowel-
initial words, where the [v] is still inserted between the reduplicant and the stem. Although
there are very few underived 3-syllable or longer vowel-initial stems, there is one example
provided by Downing which fits these criteria and which does still show a [y] between the
reduplicant and the base, indicating that the [¥] is used simply to resolve hiatus,

(43)
a. -ona-yondkala get spailt

If the root is even shonter, namely, -C-, then the reduplicant is of the form C-a-vi, as first
noted by Ziervogel and Mabuza (1976) and analyzed by Kivomi and Davis (1992} 10 be a
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constraint on the ferm of the reduplicant. The same [y] is used as epenthetic in imperatives
and in vowel-initial roots in reduplication and the same [i] is seen as augmentative in
passives. It is interesting that the syllable [-ni-] is used to satisfy word-minimality, while
the syllable [yi] is used in the reduplicant. This seems to reinforce the idea that the
derivational morphology of the reduplicant is a distinct morphological domain. The
problem is accounting for the [a] in the reduplicant. Why is the reduplicant C-a-yi and not
C-j-¥j or C-j-ya? It might be suggested that the base for reduplication, besides being
specified as a root, must also be a unit, namely, a syllable. This would explain (d6a-f) and
(#6h-1), which contain the syllable [Ca] in the base, but not the perfective form in (46g)
and the negative form in (46)), which have instead the syllable [C1] in the base. This is left
as an open problem,

(46)

a. ku-kMayi-kPa to pick a little

b. ku-kavi-ka to eat a linde

c. gi-ya-kayi-k"a I pick a litthe

d. ni-ya-gayi-ka I cat a little

e. na-kMayj-k"a I picked a little {remate)
f. na-hayi-ka T ate a litthe (remose)

£ ni-kayi-khile I've picked a little

h. ui-ya-ri-k'*algi-k"a tingozi 1 pick it a littde (kind of fruit)
i. pi-ya-wa-k"ayi-k"a emanti Itetch it a lintle {water)
j- ku-na-kMayi-k" to not pick a little

One remaining problem is that verbs with initial [e-] may show infixing reduplication.

47y

a. kw-e-tfuka-tiuka 1o surprise a little d. kw-e-lusa-lusa 1o herd a linle
b. kw-edukatukanisa 1o divide a little e. kw-e-lapa-lap"a 1o heal a linle
c. kw-e-nkula-nkula to pass by a litte

On the basis of the infixation, Downing (1994, 1995) motivates & morphology/prosody
mismatch. She claims that the initial [e] cannot be excluded from the stem on phonological
or morphological grounds. However, as seen below, initial [e] is only variahly present in
reduplication. Both the forms in the column on the right with initial [e], which show
infixation, and the forms in the column on the left without initial [e], which act like typical
consonant-initial roots, are acceptable forms.

(48)

2. ku-bayi-ba / kw-gha-y-eba to steal a littde

b. ku-tfuka-tfuka / kw-e-tfuka-tfuka 1o surprise a hitle
hnﬁa little

¢. ku-lapfia-lap"a / kw-c-@-lap‘a to

d. ku-duka-fukanisa /' kw-edukadukanisa o divide a litle
e. ku-lusa-lusa / kw-e-lusa-lusa to herd a lintke

f. ku-nkula-nkula / kw-e-nlula-nkula to pass by a little

In fact, the variability of the vowel [e] is not limited to reduplication, but eccurs throughout
the verb paradigms. Again, the forms in the column on the right with initial [e], which
pattern like other vowel-initial roots, and the forms in the column on the left without initial
[e]. which pattern just like other consonant-initial roots, are acceptable forms.
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(49)

a. ku-b-a f kw-eb-a 1o steal

b. ku-tfuk-a f kw-etfuk-a 1o be surprised
c. thuk-a / y-etfuk-a insult!

d. tsMy-a / y-etshiy-a trap!

. ga-suts-a f g-esutsM-a I was full

f. ga-lap"a / g-elaph-a I healed

g. gi-sab-ile ! p-esab-ile I was afraid

h. gi-yam-ile f g-eyam-ile I leaned against

There may be some social marking associated with the presence vs. absence of this vowel.
The presence of the [e] is perceived as more “SiSwati” while the absence of the [e] is
perceived as more “Zuolu™ (a closely related E:‘l:guagc}. Thus, it can be concluded that
“domain mismatches” described by Downing involving onsetless initial [¢] may simply be
a by-product of the fact that all onsetless, stem-initial vowels are excluded from the
prosodic domain of the stem. That leaves only the cases with infixing reduplication with
[e]. which may be due 1o the special status of [e] vs. the other vowels, not 1o the special
status of onsetless vowels in general.

7. Noun-Class Prefix

There are two noun class prefixes (class 3 and class 1) which provide evidence for
a bisyllabic prosodic domain outside of the verbal domain. These prefizes bath have the
form [um-] (seen in {50)) unless the noun has the shape -CV-, in which case it is [umu-]
{seen in (31)). This is another case of a length-based alternation. Given that onsetless
vowels have a different status than vowels with onsets, as discussed above, it can be seen
that when the onsetless vowel is excluded from the count, then the word must be at least
two syllables long,

(300

a. um-k"ono arm d. um-galu  marula tree
b. um-lile fire e. um-fula  river

c. um-nifwana child

(51)

a. umu-no finger ¢. umu-k"wa knife

b. umu-t'i homestead  d. umu-is®i  medicine
<. umu-nifu person

The -CV- nouns can be compared with the plural forms in order to show that the nouns are
indeed of the form -CV- and not of the form -uCV-.

(52)
. imi-nwe fingers c. imi-kMwa  knife
b. imi-t"i homesteads  d. imi-ts™ medicines

Excluding the initial onsetless vowel from consideration, this seems o be another case of
the size of the affix depending on the size of the base— together, they must be a least
bisyllabic.

8. Conclusion
In conclusion. a different type of prosodic structure has been described here. This
type of structure, rather than being a rhythmic, strictly layered primitive which applies to all
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syllables, is better considered as a product of two concepts, binarity and domains. The
bisyllabic prosodic domain is not claimed to exist over all syllables throughout the
language, but only where there is evidence such as length-based alternations or edge-
effects. Furthermore, this bisyllabic prosodic domain need not be present for a syllable to
be pronounced. Thus, this study of E':Swaﬁ prosodic structure provides new insight into
the types of prosodic systems possible in natural language.
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The Deletion of w in Seoul Korean
and its Implications*

Hyeon-Seok Kang

15 Introduction

In Korean, the labiovelar w is often observed to delete in speech (e.g., fcuk'wand
—= [cuk'an] ‘soversignty’, fpwa! —> [pa] 'loek?, fsakwa' —> [saga]' ‘apple’). This
process has been discussed by some scholars. For instance, P. K. Lee . R. Park
(1992:19) observe that the deletion of w occurs frequently after bilabial consonants and
suggest that w deletion i3 a dissimilatory process to avoid successive labiality. Martin
(1992} alse makes noteworthy observations. He (1992:36) noteg, "the phoneme w freely
drops after g, ph, ps, m, wa ([u]), or o ... in sloppy speech (and widely in Seoul) w often
disappears after nonlabial sounds, t0o...". Marin's remarks indicate that he is keenly
aware that w deletion is a variable process and that it occurs more often in certain
phonological contexis,

These schelars' observations are, though insightful, impressionistic. The
pioneering study of w deletion based on real speech data was that of Silva (1991). He
suggests that w deletion is conditioned by such linguistic factors as the articulation point
and phonation manner of the preceding consonant and also by the frontnessfackness of the
following vowel, He also suggests that w deletion is sensitive to such external factors as
speech style and the social status of the speaker. His study clearly shows that the deletion
of w is a sociolinguistic process conditioned both by linguistic and external factors. In
addition, Silva (1991 attempts to explain the deletion of win terms of phonological theory
using notions of feature geometry and the Obligatory Contour Frinciple.

Silva's study, however, has two problematic points. One is his assumption that w
deletion oecurs only after a preceding consonant, while the fact is that w deletion can occur
with or without a preceding consonant (Martin 1992, K. W. Nam 1934). The other point
is that his study is based solely on read speech, which can be considerably different from

! K orean has a voicing rale that changes voiceless lax plosives into their voiced counterpants beiween voiced
SEZMHINL,
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spontaneous speech or from vernacular speech (Labov 1972), where the most interesting
patterns of varation are believed o be found

Tackling these two problematic points in Silva's study, the current study
reexamines the variable deletion of w on the basis of a larger database. The examination of
my data produces somewhat different results from those of Silva's (1991).  Especially,
unlike Silva's study, the current research finds that bilabial and nonbilabial consonants
preceding w show dichotic behavior in their effects on w deletion, i.e., w is found 1o delete
significantly more often afiter bilabial consonants than after the other types of consonants.
To account for these results, I present explanations along a different line from that of Silva.
I will suggest that the finding that w deletion occurs predominantly after bilabial consonants
can be explained by the notion of the Obligatory Contour anmpln as a rule trigger (Yip
1988).3 1 will also show that the loss of w that has occurred in many lexical items of
Korean containing the ‘labial consonant + w'* sequence is one of those perception-based
changes that Ohala (198 1: 187) calls “sound change by the listener”.

The organization of this paper is as follows. In Section Z, 1 will provide some
background information on w deletion in Seoul Korean for the readers. [ will discuss the
data and explain the methods wsed for the analysis of the data in Section 3. The results of
the statistical analyses will be given in Section 4, and their implications will be discussed in
Section 5. 1 will anempt 1o provide phonological explanations of the synchronic deletion of
w and phonetic explanations of the diachronic loss of w in Section 6, followed by
coencluding remarks in Section 7.

2. Background

In this section, | will discuss some basic concepts in Seoul Korean phonology that
will be essential to understand the methods and results of the present study. The syllable
structure of Seoul Korean can be schematized as Figure 1. The minimal syllable is V with
three opticnal elements: an onset, a glide and a coda. The internal structure of the Seoul
Korean syllable is not without controversy. Following Sohn (1987) and H. Y. Kim
(19490), 1 will assume that GV sequences in Seoul Korean are rising diphthongs.

a
(CHGIVIC)

Figure 1. Syllable structure of Seoul Korean

Following Kim-Renaud (1974) and K, R, Park (1992), I also assume that
contemporary Seoul Korean has the monophthongs in Table 1. That is, 1 assume that
vowels i and @ have changed to diphthongs wi and we in Seoul Korean and that they are
no longer monophthongs of this dialect. The present study also assumes (following Hong
1988 and H. B. Lee 1971) that the vowels ¢ and £ have (near-)merged 1o ¢. Table 2 gives
the current system of w diphthongs in Seoul Korean. The w diphthongs are all rising (C.
&. Lee 1994, Martin 1992). One thing to note is that w cannot be combined with round
vowels. In other words, w cannot form a diphthong combined with [labial] vowels.

25:,'.: Macaulay and Trevelyan (1973} for the discussion of the dilMerences between read and Spamaneous
speech im this respect

35 noted earlier, Silva (1991) also wries wo explain the varishle patterns of w deletion wsing the notion of
the DCP. Howewer, his explanaion of w deletion relies on the notion of multiple linking (of the [+back]
feature) coused by the OCP rather than the rule triggering effect of the OCP.
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Tahle 1. Monophthongs of Seoul Korean

[-bk] [+bk]
1 H u
€ 2 [
(3] a
Table 2. w Diphthongs of Seonl Korean
[-bK] [+BK]
wi "k Toen
we w3 *wo
(we) wa

The current consonant system of Seoul Korean is given in Table 3. Table 3 shows
that Korean plosives have a three way distinction in phonation type, i.e., lax, reinforced
and aspirated. As Figure 1 suggests, consonants can precede and combine with w
diphthongs, though not all logical possibilities are actwally implemented. When a
consonant precedes w diphthongs, there are cases where a morpheme boundary is present
between the consonant and w (e.g., fsam+wal/ 'March (three+month)’, /man+wan/ ‘full
house (full+ le)') and cases w%;cn: a morpheme boundary is not present between the
two (e.g., fkyo+hwan/ ‘exchange (inter+exchange)’, fso+nwe/ ncrnb:ll:llum (little+brain)').
w can occur after a vowel (e.g., fsawal/ "Apnl’, fkuwan/ "salvation’) and also at the word-
initial position (e.g., /wican/ ‘stomach’, /wanin/ ‘reason’).

Table 3, Consenants of Seoul Korean

bilahial alveolar palatal welar glottal
stop p. p. ph o k, k', kd
affricate c.c.ch
fricative 5 5 h
nasal m n n
higquad ]

In addition to underlying fw/, w can also arise derivationally through /glide
formation/ (o —>w / + V (e.g., fmo+al —> [nwa] 'release!’, /s'o+al —> [s'wa]
'shoot!)) and fvowel contraction/ (u —> w / C ¥, e.p., fcuasstal —> [ewatr'a]*
(1) gave', /muas/ —> [mwat] 'what' (cf. Eom T. §. 1993)). Underlying w and
derivational w do not show different behavior with respect to w deletion.

3 Methods
31. Dana

The data were collected during the author's stay in Seoul, Korea in the summer of
1994 and the winter to early Spring of 1993, Approximately 30 minutes of recordings

were made from 77 speakers. The speakers were stratified by age, social status and sex.
There were 2 gender groups, 3 age groups, 3 social status groups, making 18 cell groups.

4K orean has a rule that simplifies the syllable-final consonant cluster, 2 coda neutralization rule that
neutralizes obatruents to lenis voiceless siops t the coda position, and an obsiruent tensing rule that
Fartifies a lax absieent o s ense counterpart afier an chsiruent,
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Four different styles of speech were elicited — two styles of spontanecus speech: interview
speech and in-group speech; and two styles of read speech: sentence reading and word-1ist
reading. The data used for the present study come from the recordings of four different
styles of speech from 71 speakers (six speakers were found not to be native speakers of
Seoul Korean, so their speech data were not used for analysis). Interview and ingroup
speech were elicited from 54 speakers and from 35 speakers, respectively {(eighteen

speakers overlap).

For the analysis of spontaneous speech, recordings of interview speech and
ingroup speech were used. The tokens which appear in the last 20 minutes of the recording
were selected as the tokens for this study, On average, approximately 20 to 30 tokens were
found for the interview speech of each speaker in this portion of the recording, and 10 o
20 tokens were found for the ingroup speech.® The sentences and words chosen for
sentence list and word list readings were also designed to contain many tokens of w
deletion. The sentence list and the word list contained 52 and 43 potential tokens of the
variable (w), respectively. These potential tokens were designed to reveal the effects of
various constraints on w deletion that will be discussed in the following subsection.
Speakers sometimes misread potential wkens. These cases were not taken as tokens of

{w).

The judgment regarding the presence or the absence of the glide was made at the
time of transcription and rechecked later. Each token was judged [w], {@] or
‘ambiguous’. Ambiguuus cases accounted for approximately 7 percent (M = 601) of the
tokens (N = 8603). tokens were excluded from analysis. One hundred tokens were
selected from each of the three groups of tokens, i.e., from each group of the tokens
identified by the researcher as {w], {#] and "ambiguous’. Another Seoul Korean speaker
checked these tokens independently. Her judgment and mine showed BB, 87 and 78
percent of agreement in the {w] group, in the [@] group and in the ‘ambiguous’ group,
respectively. This study is based on 8002 tokens of the variable (w) from 71 speakers’
data containing both spontanecus (ingroup + interview) and read speech.

32, Vanable rule analysis
Silva (1991) formulates the following basic rule of w deletion,

(llw—=pa/C v

However, as Martin (1992) and K. W. Nam (1984) suggest, w deletion is not confined to
this environment. w deletion can occur even when a preceding consonant is not present,
e.g., thowi/ —= [hoi] ‘'defense’, fkiwa —= [kia] “roof tile, fsuwan/ —> [suan] ‘origin of
a stream’. Accordingly, I suggest that rule {2} is a2 more correct representation of the
envircnments where this process occurs.

Dw—sal(C)____V

The specific environments where w deletion occurs are more explicitly shown by (3) and
(4).

(w—>plC v

5 The number of wkens in the recording of ingroup specch was partly dependent on those who were present
as participating members. For instance. if the members who teok part in the dialogue interaction belonged
L the sume social group (i.e., same sex, social s1atus and age group). the number of the okens for that
particular group increased. because B was possible o include the tokens of w from all panicipants.
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(A w—=p/[V.#] ¥

That is, w can delete between a consonant and a vowel, between twe vowels, and word-
initially before a vowel, The deletion of w is very sensitive to whether there is a preceding
consonant. According to the analysis of my data, w is deleted approximately 5% (831752
when there is no preceding consonant and 26% (1634/6250) when there is one {cf. Tahles
7 and & in Section 4).

Furthermaore, (3) and {4) are affected by somewhat different constraints. Silva
(1991) suggests that {3) 15 affected by the place of articulation and the phonation type of the
preceding consonant. A morpheme boundary between the preceding consonant and w can
also be a factor in (3). On the other hand, Martin {1992} and K. W, Nam { 1984) sugpest
that the deletion of w after a vowel is sensitive to whether the preceding vowel is round or
not.

Because of these two reasons, i.2., because (3) and (4) have a significant difference
in deletion rate and are sensitive to partly different constraints, two separate Goldvarh
(Goldvarb 2.1. Rand and Sankoff 1992) analyses were performed. The number of the
tokens for w deletion after a consonant was 6250 and w deletion without a preceding
consonant had 1752 tokens.

3.2.1. Factor groups considered for the Goldvark analysis of the deletion of w with a
preceding consonant

Silva (1991) examines the factor groups listed in Table 4 in his Varbrul analysis,
All the linguistic factor groups considered in Silva's study were also included in my
analysis of w deletion with a preceding consonant. However, slight moedifications were
made. First, in my analysis, five different factors were included under the factor group
‘preceding consonant (place)’. In addition to labial, alveolar, palatal and velar places, the
glottis was also included as a place for the analysis of the h + w sequence. Secondly,
though the presence of the morpheme boundary between the preceding consenant and w
was included as a factor group, only two factors, i.e., @fpresent, were coded.  The reason
that I did not divide morpheme boundary inte Sino-Korean morpheme boundary and native
Korean morpheme boundary was that few rokens (only 8 among 6230 tokens) in my data
hiad a native Korean morpheme boundary, As in Silva's study, the factor group 'preceding
cengonant ((phonation) manner)’ (ji.e,, whether the preceding consonant is lax, aspirated or
reinforced) was considered only for the plosives, and the factor group ‘Tollowing vowel
was divided into [-back] and [+back] vowels,

Table 4, Factor groups considered in Silva {1991;159)

U ST e (xR

*1. preceding consonant, place labial, alveoclar, palatal, dorsal
*2. preceding consonant, manner lax, aspirated, reinforced
*3. following vowel front, nonfront

4. morpheme boundary preceding w none, Sine-Korean, native
*5. speech style minimal pairs, word list,

SENtENCes, text

6. age teen, adult
*7. gender female, male

8. education level high school or less, college

4. hometown Seoul area, ather

*10. Father's occupational prestige higher, lower

*The starred factor groups mark those chosen in the stepwise regression analysis.
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Two additional linguistic factor groups were included in my analysis. The first
concerns whether w occurs in the initial or a noninitial syllable of the word. The distinction
between initial vs. noninitial syllable has played an important role both in diachronic
phonological changes and synchronic variation in Seoul korean. The sound change of /af
to /af and A/, which happened during the Middle Korean period, is one example. The now
lost vowel faf changed, in most cases, to faf in the initial syllable of the word and to A4/ in a
noninitial syllable, e.g., /phari/ > /pPaci/ Ty’ but fnamaratal > fnamicata® ‘reprimand’.
The change from fof to fuf, which began early in the l6th century, occurred mostly in a
noninitial syllable of the word, e.g., /kocho/ = fkocw/ *hot pepper’, /namaf > fnamu ‘tree’.
Tensification of obstruents, an ongoing change in Seoul Korean, occurs mostly in the
initial syllable, e.g., kwa+samusil/ —>= [k'wa+zamusil] ‘department office’, farin/ —>
[tarin] ‘other’. The realization of the diphthong fiy/ as [iv] occurs considerably more often
in the initial syllable than a noninitial syllable, e.g.. fysaf —> [iysa] "doctor’ vs. fyoiy/ —>
[yui] ‘attention’. The deletion of y before the vowel 2/ is more frequent in the noninitial
syllable than in the initial syllable, e_g., fyesuld —= [vesul] ‘art’ vs. ftoves —= [toe]
‘ceramic art'. Because of phonological similarities of w deletion 10 y deletion and because
of my impression that w deletion is another process sensitive to the syllable position within
the word, I included this factor group in the Goldvarb analysis.

The other linguistic factor group added in the Goldvarb analysis is the presence of
the coda consonant in the syllable where w ars. Current phonological theories (e.g.,
Prince and Smolensky 1993, McCarthy and Prince 1995, Rosenthall 1994) suggest that
both codas and diphthongs make syllable structure more marked, Syllable structure CGVC
is believed to be less natural than CGV, since the former has two marked features (coda
and diphthong), while the laner has only one (diphthong). One possibility worth checking
i5 whether w deletion occurs more frequently in a more marked stracture (CGVYC) than in a
less marked structure (CGV), ie., whether markedness in the coda position affects
markedness in the syllable nucleus,

Four potential external constraints, 'speech style’, 'gender’, 'social status’ and
‘age’, were aE’.u considered in my analysis. Table 5 lists the factor groups (and their
factors) examined in the Goldvarb analysis of the deletion of w without a preceding
consonant. Since the number of the tokens (N = 625(0) was large enough to allow Varbrul
analyses on subsets of tokens, the tokens of three different styles of speech (spontaneous,
sentence reading, word-list reading) were also subject to separate Varbrul analyses. The
results are given in the Appendix I for reference.

Table 5. Factor groups considered in the variable rule analysis of the deletion of w
with a preceding consonant

Faclors

|. preceding consonant, place labial, alveolar, palaal,
velar, glottal

2. preceding consonant, manner lax, aspirated, reinforced

3. following vowel [-back], [+back]

4. syllable type initial, non-initial

5. morpheme boundary preceding w @, present

6. presence of the coda @, present

T. speech style ingroup, interview, senlence
reading, word-list reading

8. gender fermale, male

9. social status upper, middle, lower

10. age 16-25, 26-45, 45 and older

Binamicsind Inber changes 1o fmamuratad through vowel labializatson.
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3.2.2. Factor groups considered for the Goldvarb analysis of the deletion of w without a
preceding consonant

The Varbrul analysis of w deletion without a preceding consonant considered the
factor groups given in Table 6. Three factor groups, 'preceding consonant (place)’,
‘preceding consonant (manner)’ and "morpheme boundary between w and the preceding
consonant’, were naturally excluded in this analysis. However, following the suggestions
of Martin (1992) and K. W. Nam (1934) that w is more apt to delete after a round vowel,
the round/nonround vowel parameter was added as another factor group. This factor group
was considered only for those tokens where w occurs after a vowel,

Table 6. Factor groups considered in the variable rule analysis of the deletion of w

without a preceding consonant
— Faclorgroups Factors
1. following vowel [-hack], [+hack]
2. syllable type imitial, noninitial
3. presence of the coda consonant @, present
4. preceding vowel round, nonround
5. speech style ingroup, interview, senlence
reading, word-list reading
6. gender male, fernale
7. social status upper, middle, lower
B. age 16-25, 26-45, 45 and older
4. Resulis

The results of the Goldvarb analysis of w deletion after a consonant are given in
Tahble 7. Those factor groups that show a difference in weight bigger than 0.1 between the
two most distinet factors and thus show a relatively clear difference among the factors were
factor groups 'preceding consonant (place)’, 'style’, "syllable type’, 'social status', and
‘age’. These factor groups were all chosen in the stepwise regression analysis. Though
the factor groups ‘preceding consonant (manner)’. Tollowing vowel’, 'presence of the
coda’ and ° r' were also selected in the same analysis, they showed only minor
probability differences (smaller than (0.1) among their factors. The reason that these factor
groups were selected in the stepwise regression analysis is probably attributable to the large
number of the tokens (N = 6250], since a large sample size can make a small amount of
difference in probability statistically significant — i.e., a larger sample size increases the
power of significance tests (Hays 1988, Popham and Sirotnik 1992), The detailed results
of the stepwise regression analysis are given in (3).

(5) Groups chosen in the stepwise analysis and the order of selection”

1. preceding consonant (place)
2. speech style

3. syllable type

4. social status

5. preceding consonant (manner)
6. age
7. of the coda consonant
8. following vowel

9. gender

TThe order of selection in the $leg-up analysis and the order of elimination in the step-down analysis were
eanctly the opposite (mirmar images) in thas analysis.
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Table 7. Goldvarb probabilities for factors for w deletion afier a consonant

*Preceding C (place) bilabial 0.955 a1 286
alveolar 0.454 23 1860
palatal 0.298 11 836
velar 0.354 16 1774
glotal 0.346 12 894
*Preceding C (manner) lax 0509 30 2718
aspirated 0.475 14 600
reinforced 0488 14 EA ]
*Following vowel [-bk] 0.331 22 3205
[+bk] 0.468 31 3045
*Syllable type inmitial 0.421 24 3721
noninitial 0.615 29 2529
Morph. boundary  zero 0.504 25 5661
present 0.459 38 589
*Presence of coda  zero 0.522 26 4049
present 0.459 27 2201
*Speech Siyle in-group 0.667 £ 850
inlerview 0.631 30 1421
sentence R 0,427 22 2330
word list R 0.402 2l 1749
*Gender male 0.476 24 3188
female 0.525 23 3062
*Social Status upper 0414 22 2103
middle 0.498 25 2087
lower 0.590 32 2060
*Ape 16-25 0.545 30 2111
26-45 0.524 7 2099
46+ 0429 21 2040
number of cells: 2585 total chi-square = 3004.0572
chi-squarefcell = 1.1621 loglikelihood = - 2654.210 Input = 0.235

overall deletion rate = 26.1%

The results of the Goldvarb analysis of w deletion without a preceding consenant
are somewhat different from those of the previous analysis. These results are given in
Table 8, Five factor groups show a relatively clear weight difference (bigger than 0.1)
between the most favorable factor to w deletion and the least favorable. These are factor
groups "syllable type’, ‘preceding vowel', “social status’, ‘age’, and 'style’. However, the
factor group 'style’ was not chosen in the step-up analysis, though it was eliminated last in
the step-down analysis. The detailed results of the stepwise regression analysis are given
in (&)



Table 8. Goldvarb probabilities for factors for the deletion of w without a preceding
consonant

Following vowe] [-bk] 0,504 4 657
[+bk] 0.497 5 1093
*Syllable type imitial 0.303 1 1050
noninitial 0.797 10 662
Presence of coda BETE 0,520 = g6l
present 0L480 4 891
*Preceding vowel [#rnd] 0.738 19 200
[-rnd] 0.3589 6 462
Speech Style in-group 0.578 5 LTy
interview 0.549 5 465
sentence B 0477 4 501
word list R 0,436 5 509
Ciender male 0.524 5 BED
female 0.476 4 Ba3
*Social Stams upper 0,385 3 584
middle 0.501 4 585
lower 0614 T 583
*Ape 16-25 0.608 T 601
26-45 0.486 4 553
A6+ 0.404 3 508
number of cells: 523 total chi-square = 516.0708

chi-squarefcell = 0.9868 loglikelihood = — 272,459 Inpur = 0.022
overall deletion rate = 4.7%

(6) Results of the stepwise regression analysis
A factor groups selected in the step-up analysis and the order of selection

1. syllable type

2. preceding vowel]
3. social starus

4, age

B. groups eliminated in the step-down analysis and the order of elimination

1. following vowel

2. presence of the coda consonant
3, pender

4, style
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B Driscussion

The results of the two Goldvarb analyses suggest that the articulation point of the
preceding consonant, the roundness of the preceding vowel and syllable type are the
impaortant linguistic constraints conditioning the deletion of w in Seoul Korean. Though
factor groups ‘preceding consonant {manner), following vowel (backness) and 'presence
of the coda” were selected in one of the two stepwise regression analyses, the minor
differences in Goldvarb weight among the factors do not provide support to the
interpretation that the effects of these constraints are strong in the variability of w deletion.
Especially the fact that the ¢’ coda factor had higher probability of w deletion than the
Ri!:l‘l[' coda factor is not expected and presumed to be a reflection of random variation,

fact that the two gender groups show conflicting results in the two Goldvarb analyses
also suggests that the two are not really different in their behavior toward w deletion.

As in Silva's (1991) study, the results of the Goldvarb one-level and stepwise-
regression analysis of w deletion after a consonant identifies the articulation place of the
preceding consonant to be the most important constraint. However, in contrast o Silva's
research, dorsal consonants and nondorsal consonants do not show a dichotomy in their
conditioning of w deletion; rather my data indicate that bilabial and nonbilabial consonants
show a clearly different behavior toward w deletion. These results support previous
descriptive statements by Lee and Park (1992) and Martin ( 1992) suggesting that w deletes
predominantly after labial consonants. The finding that w is deleted significantly more
often after a round vowel than after a nonround vowel is consistent with the result that w
deletes considerably more frequently after labial consonants than after nonlabial
consonants, because round vowels and labial consonants are both labial segments.

There are three possible explanations of why w deletes in the initial syllable of the
word significantly less often than in a noninitial syllable. The first and most convincing
one 15 the u;lana[iun given by principles of word sing along the lines of Cutler,
Hawkins and Gilligan (1985) and Hall (1992). q‘hcy suggest that since words are
processed from ‘left to right’, i.e., since lexicil access is I:ﬂ:llﬂaﬁ}' achieved on the basis of
the initial part of the word, synchronic and diachronic processes of phonological reduction
(weakening, attrition and loss) do not typically take place at the beginning of the words, but
in word-medial or word-final position. (For supporting examples of diachronic processes,
refer to Chen 1973 and Maran 1971; for examples of synchronic processes, see Clements
and Keyser 1983 and Hyman 1975.)

The second possible explanation is given by some Korean phoneticians (e.g., H.
Y. Lee 1990, H. B. Lee 1973)® who claim that Korean is primarily a language with
primary siress on the first syllable of the word. If Korean has stress on the initial syllable
and if Korean is primarily a duration accent language, the initial syllable will tend to be
lengthened (Klant 1973, Fry 1955) and the chance of w deletion will be significantly
lowered. However, the claim that Korean is a stress language has not been rigorously
examined. Jun's (1995) recent study, which suggests that stress in Korean usually falls on
the second syllable of the accentual phrase (an intonational unit intermediate between
prosodic word and intonational phrase), seems to weaken the claim that Korean is primarily
a language with stress on the initial syllable of the word.

BH. Y. Lee (1990:51) formulates his Korean siress rule as follows:
13 Twn syllable morphemes:
siress falls om the first syllable
) Three or more syllable morphemes:
If the first syllable is heavy, stress falls on that syllable. Otherwise either on the first or
second syllable with o impartant linguistic defference implied
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Seoul Korean has been known as one of the Korean dialects which has underlying
long vowels and uses vowel duration phonemically (e.g., fpa:m/ 'chestnut’ vs. fpam/
‘might’, /nu:n snow’ vs, fnunf ‘eye’). A third possible explanation for the uneven deletion
of w in initial vs. noninitial syllables is that this pattern of varation occurs because long
vowels occur only in word-initial syllables® and long vowels tend not to trigger the deletion
of w. Though recent swidies (e.g.. Magen and Blumstein 1993) suggest that long vowels
and phonemic length distinction are disappearing even at the word-initial position in Seoul
Korean, I examined whether this factor makes any significant difference in the deletion rate
of w between initial vs. noninitial syllable.

Since there are also claims (C. 5. Lee 1994, Jun p.c.) that long vowels appear not
at the word-initial syllable but at the initial syllable of the ‘prosodic phrase’,'" only the
tokens on the word list were used to examine the phonemic vowel duration effect. This
decision was made because in word list reading, each word is produced both as one
prosodic word and as one prosodic phrase. The Niw Korean Dictionary (H. 5. Lee 1993)
was referred to for the underlying long vs. short status of the vowel in the initial syllable of
each word. A Goldvarb run incorporating factor group "vowel length (long vs. short)' to
the (slightly modified) existing statistical model!! was performed on the tokens of word list
readings. Only the tokens where w appears in the initial syllable were subject to the
analysis. The word /hwankak/ “illusion’ or ‘return’, which according to H. 5. Lee (1993)
has a long initial vowel when used to mean “illusion’ but a shorl vowel when used as
meaning “return’, was excluded from the analysis because of its ambiguity in vowel length.
The results (see Appendix II) did not show a significant difference in the riggering of w
deletion between phonemically long and short vowels (0.466 vs. 0.543 in probability).
The factor group ‘vowel length’ was not chosen in the stepwise regression analysis either.
These results suggest that the initial/noninitial syllable constraint on w deletion does not
come from the phonemic vowel length difference.

The results that factor groups "style’, “social status’ and ‘age’ were found to be
significant make it clear that w deletion 15 a sociolinguistic process. The conditioning
effects of the four factors of the group 'style’ show that the deletion rate of w decreases as
the degree of monitoring one's speech increases. This result shows that the (@] variant of
the {w) variable is not a standard or prestigious variant.

The results show different rates of w deletion within both age groups and social
status groups. The deletion rate of w increases as the social status and age scale go down.
The gradual increase in the deletion rate of w down the age scale may suggest an ongoing
change, since it is probably not the case that older Korean speakers produce speech
significantly more carefully than younger speakers. This interpretation gets some support
from the existence of other Korean dialects such as Kyongpuk and Kyongnam dialects,
where w diphthongs have already gone through a monophthongization process. T. Y.
Choi {1983} suggests that words containing w-diphthongs are gradually losing win
Chonpuk dialect ot an early stage of monophthongization process. This lexical diffusion
type of change may be what is happening in Seoul Korean too, However, since there is no
conclusive evidence. the claim that w deletion is an ongoing change needs further
investigation.

#The urderlying long vowel is shomesed when it occurs a1 a noninitinl syllable of the word (2.,
fkun+pasm! —» [kunbam] ‘roasted chestnut’, f2'arak+nun’ — [s'aragnun] ‘powder(y) snow'),

104 ceneding 1o this claim, whes & speaker produces /i pa-my this chestnut’ as one ‘prosodic’ phrase
{whether the ‘prosodic phrase’ is an accenmeal phraze (Jun 1993), phonological phrase (Cho 1990) or
rhythmic unit (H. Y. Lee 1990)), it will be pronounced s [i bam |, but when a speaker produces /i pa:m/
'this chestnut’ as twao prosodee pheases, it will be pronounced a5 {i} {pam].

1he factor group ‘morpbeme boundary’, which was pot chosen as significant in any of the previous
analyses, was excluded from the model. Mawmrally the intialinoninitial syllable parameser was also
exchded.



THE DELETION OF W IN SEOUL KOREAN a7
6. Toward explanations

6.1. Phonological explanations

As some previous studies (e.g., Yip 1988, Clements and Keyser 1983, McCarthy
1981) have shown, there are languages (e.g.. English, Cantonese, Lami, Akkadian, Yaao)
which have restrictions on adjacent labial segments. For instance, English does not allow
successive labial consonants (*pw, *bw...) at the beginning of the syllable {Clements and
Keyser 1983), Cantonese (Yip 1988) has a constraint that prohibits the cooccurrence of
labial consonants in the onsel and coda positions of the same syllable (e.g., *pim. *ma:p)
and also a weaker constraint against the combination of a labial consonant with a round
vowel (*up, *ktim). Akkadian allows only one labial consonant per word root (McCarthy
1981). While English does not allow successive labial consonants at the beginning of the
syllable, Korean allows them phonemically but rarely does phonetically. This is shown by
the fact that Korean speakers delete w 85% of the time in spontaneous speech (cf.
Appendix 1.1.). Korean may have one of the stronger constraints against the combination
of w with an adjacent labial segment among languages.'? This claim is supported by the
following three pieces of evidence.

First, as was shown in Table 2, w can be combined with only ‘nonlabial” vowels,
which is different from such languages as English (e.g., would, won't) or Simakonde (one
of the languages spoken in Mozambique: e.g., woe ‘a lot of or kuwuula 'to be sick').
Second, there exist many lexical items in Korean that have lost w after labial consonants
(e.g., fmweari/ > /meari/ ‘echo’, fpwe/ > fpef h:mg clath’, fphwita/ > fphital "blossom’).
This process seems o be at the stage of near-completion, since only a few existing words
contain an underlying sequence of a bilabial consonant + w (cf. C. A, Kim 1978). The
third piece of evidence is the clearly different conditioning effects of labial vs. nenlabial
vowels on w deletion. As shown in Table 8, w deletes significantly more often after labial
vowels than nonlabial vowels — 9% vs, 6% in percentage (chi-square = 126.02, p <
A1) and 0.738 vs. 0.389 in probability.

Unlike Silva's study, where dorsal and nondorsal consonants showed dichotic
effects in the conditioning of w deletion, the present study finds rather that labial and
nonlabial consonants show clearly different conditioning on w deletion. As shown in
Appendix I, read speech and spontaneous speech show no difference in this respect. Silva
(1991:165) claims that w is deleted less often after a dorsal consonant because the feature
[+bk] iz multiply linked 1o a dorsal consenant and w in order not 1o violate the OCP (which
he defines as "at the melodic level, adjacent identical elements are prohibited™ following
MeCarthy (1986:208)) and because multiple linking "maintains the integrity of the two
segments as a unit™ and resists the application of deletion or insertion rules. Silva's (1991)
proposal is illustrated in Figure 2.

It ol [ [w]
S

[+bk]  [+bk] [+bk]
UR SR
Figure 2. Silva's (1991) proposal

12K airean, however, allows the combination of a bilabeal consonant and a lsbial vowel, 05 shown in the
rb]lmnng examples: fmom! ‘hody’, fmapu horse-coach driver’, fmud ‘radish’,
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I will provide a different line of explanation to account for the clear difference in
behavior toward w deletion between labial and nonlabial consenants. 1 suggest that w
deletion is triggered mainly by OCFP effecis. In other words, I claim that in Korean w
deletes predominantly after labial consonants so at to observe the OCP. This is illustrated
in Figure {3). The deletion of a segment triggered by the OCF is found in such languages
as Ser (Marlet and Stemberger 1983) and Leti (Hume 1995). One important difference
between the processes in these languages and w deletion in Seoul Korean is that the latter is
a variable process.

‘hﬂ'
o €
—%
[lak] [lab] [lab] [Tabk]

UR SR
Figure 3. Kang’s proposal

The predominant deletion of w after a labial consonant can also be explained in the
framework of Correspondence Theory (McCarthy and Prince 1995), the current version of
timality Theory, if we incorporate the concept of variable dominance (cf. Kiparsky
1993} to the theory. The constraints listed in {7) will be required. Refer to McCarthy and
Prince 1995 for MAX family constraints. Seoul Korean has such pairs as wi ‘the ear of a
cow' vs. wi 'top' and kiun "power’ vs. kyun ‘germ’ that distinguish vowel and glides
underlyingly. Accordingly, following Hayes (1989) and Y. 5. Lee (1993) [ assume that
glides and vowels are underlyingly different in this language.

(7} Constraints required
1. OCP [lab] : The C[lab] C[V-pl, lab] sequence is prohibited.

2. MAXI(C) : Every consonant in underlying representation has a correspondent
in surface representation.

3. MAX(G): Every glide in underlying representation has a correspondent in the
surface representation.

The ranking in (&) of the above three constraints in Seoul Korean accounts for the high
deletion rate of w after a bilabial consonant in Seoul Korean, as shown in Table 9.

(8) Max(C) == OCP[lab] = MAX(G)

N.B. >>" and ">' indicate hard dominance (categorical dominance) and
soft dominance (noncategorical dominance}, respectively.

Table 9. w deletion after a bilabial consonant in Seoul Korean

R~ GCP[Iah] MAX(G)
[a pwela == =1

|b. & peta i .
[T .- | et

N.B. The thick and double lines indicate hard and soft dominance, respectively.
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6.2. Phonetic explanations

The loss of w after bilabial consonants found in many lexical items of Seoul Korean
can be considered as a case where the OCF plays the role of a “diachronic rule trigger” (Yip
1988:86). There have been suggestions (e.g.. Kenstowicz 1994, Zubritskaya and Sheffer
15/95) that the OCP, a phonological configurational constraint, may have a phonetic,
percepitual basis. 1 will show in this section that the loss of w after bilabial consonants
ohserved in Seoul Korean is one case which su these suggestions. I will argue that
perceptual factors play an important robe in this inguistic change.

The acoustic cue of w or any labial consonant is mainly the lowering of the second
and third formanis of the adjacent vowel (cf. Lieberman et al. 1956, Kent and Read 1992).
When a nonlabial consonant precedes w, thiz acoustic cue of w remains intact. Howewver,
when a labial consonant like b, p. m precedes w, the acoustic cue of w becomes blurred and
attenuated, since the preceding labial consonant provides essentially the same acoustic cue.

As a result, listeners have to distinguish the "hilabial consonant + w + V' sequence
and the 'bilabial consonant + V" sequence without the cue of formant transition. That is,
they have to distinguish the two exclusively on the basis of a timing (or duration) difference
{and a minor difference in the patterns of the stop burst, if the preceding consonant is an
oral stop).'* However, all the main cues are available for listeners' distinction of the
‘nonlabial consonant + w + V' sequence and its w-less counterpart.  This is shown in
Figure 5 on the following page.

The acoustic ambiguity between the 'bilabial consonant + w + V' sequence and the
‘hilabial consonant + ¥ sequence introduces confusion in the perception of listeners, and
consequently leads them to attribute the acoustic cue of w to the preceding bilabial
consonant. That is, listeners reinterpret the ‘bilabial conscnant + w + V' sequence as
‘bilabial consonant + V. This reinterpretation process results in new underlying forms of
lexical items, as exemplified in Figure 4. [ suggest that diachronic changes that happened
to the words with the 'bilabial consonant + w' sequence in Seoul Korean, an OCP-
triggered change in Yip's (1988) terms, are perceptually-motivated and can be explained as
one of those cases which Ohala (1981:187) calls "sound change by the listener”.

SPEAKER LISTENER LISTENER-TURNED SPEAKER
fmwe/ fmef _’

pmdu-!ed as feimeimcd as produced as
[mte] — heard as—j [nl'.e} [ﬂtl

Figure 4. Sound change by the listener: from fmwe/ to fmef ‘mountain’

13y, pecurring afier a bilabial stop has the effect of lowering the frequency position of the stop burst and
making its speciral patterns more compact (Blamsiein 1986),
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Figure 5. Spectrograms for [pwi] vs. [pil, [twi] vs [til, [ewei] vs. [ka)
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7. Concluding remarks

The present siudy has examined the deletion of w in Seoul Korean on the basis of a
large sociolinguistic database. The results of the statistical analyses of the data reveal that
the deletion of w in Seoul Korean occurs more often in some phonological contexts than in
others. Most notably it was found that w deletes significantly more often after labial
segments. Crucially using the notion of the OCP, I have attempted 1o explain this pattern
of variation phonologically in the framework of Comrespondence Theory incorporating the
notion of variable dominance. [ claimed that w deletion in Seoul Korean is one case which
shows that the OCP can trigger not only a categorical process but also a variable process. [
also suggested that the loss of w after a bilahial consonant observed in many lexical items
of Korean is an example where the OCP plays the role of the "diachronic rule trigger” (Yip
1988). 1 argued that this OCP-triggered change can also be explained in perceptual terms
along the lines of Ohala (1981} similar acoustic cues of bilabial consonantz and w cause
listeners' misinterpretation of speakers’ productions, which has introduced new w-less
underlying forms into Seoul Korean.

* Earlier versions of this paper was presented at the 1995 NWAV conference and the 1996
LSA annual meeting. I thank Beth Hume, Donald Winford, Keith Johnson and Mary
Beckman for their helpful comments and suggestions.

Appendix 1.

1. Probabilities for factors for w deletion after a consonant in spontancous speech

Eactor groups Factors Weight % Applications Total N
*Prec. C (place) bilabial 0.951 85 289
alveolar 0.438 34 873
palatal 0.335 20 135
velar 0.366 22 661
ghotal 0.359 17 313
*Prec. C (manner)  lax 0.501 b ) 1194
aspirated 0.433 26 117
reinforced 0.537 1 192
*Following vowel [-bk] 0.575 33 1134
[+bk] 0.425 35 1137
*Syllable type initial 0462 37 1413
noninitial 0.562 28 858
Morph. boundary  zero 0489 kL 1899
present 0.556 7 358
*Presence of coda ZETO 0.563 39 1273
present 0420 27 995
Speech Siyle in-group 0.327 39 350

interview 0.4584 30 1421
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*Gender male 0.466 30 1194
femnale 0.538 38 1077

*Social Stas upper 0.435 29 765
mmiddle 0.518 33 754
lower 0.548 38 752

Ape 16-25 0.520 39 783

26-45 0.509 33 767
46+ 469 29 721

number of cells: 861 total chi-square = [053.6709

chi-square/cell = 1.2238 loglikelihood = — 1134070 Input = 0.353

2. Probabilities for factors for w deletion after a consonant in sentence reading speech

*Prec. C (place) bilabial 0.962 80 321
alveolar 0.476 17 629
palatal 0.249 08 413
velar 0.340 13 584
glotial 0.385 10 283
*Prec. C (manner)  lax 0.511 25 957
aspirated 0.488 {1} 216
reinforced 0.477 17 328
Following vowel  [-bk] 0.522 18 1047
+bk] 0.480 26 1183
*Syllable type initial 0.394 13 1249
noninitial 0.634 28 981
Morph. boundary  zero 0.503 20 1047
present 0449 52 1183
Presence of coda  zero L. 4E8 20 1513
present 0.525 26 717
Gender male 0.475 21 1113
female 0.525 23 1117
*Social Status upper 0.391 17 744
middle 0.491 21 749
lower 0.620 28 732
¥ 16-25 0567 25 T46
s 26-45 0.545 24 747
46+ 0.387 17 737
number of cells: 941 total chi-square = 1017 2677

chi-square/cell = 1.0811 loglikelihood = — 812.533 Input = 0.186
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3. Probabilities for factors for w deletion after a consonant in word-list reading speech

73

*Prec. C (place)

Prec. C (manner)

Following vowel
*Syllable type

Morph. boundary
Presence of coda
Gender

*Social Status

‘AE:

number of cells: 783

chi-squaref/cell = 1.0431

Appendix I1.

Probabilities for factors for w deletion after a consonant in word-list reading speech

bilabial
alveolar

palatal

velar
gloatal

lax
aspirated
reinforced
[-bk]
[+bk]
initial
noninitial

present

present

male
female

upper
middle
lower
16-25

26-45
46+

total chi-square = 816.7801
loglikelihood = — 593 887

0.953
0.346
0.369
0.418
0.287

0.489
0.534
0.490

0.475
0.535

0.368
0.696

0.511
0.338

0.493
0519

0_500
0.500

0.387
0.469
0.645

0.574
0.543
0.384

o)
10
12
12
10

24
12

13

14
32

14
32

19
38

19
28

21
2

1?7
20
28

25
23
17

276
358
288
529
298

567
267
290

1632
102

1263
486

BE1
8ol

589
584
576

582
585
582

Input = 0.128

(N.B. only the tokens where w occurs in the initial syllable of the word were subject to the

analysis.)

Eactor groups
*Prec. C (place)

Eactors

bilabaai
alveolar
palatal
velar
glotial

0.933
0.28]
0.499
0.432
0.267

73
03
07
035
03

120
204
140
EX i)
204
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Prec. C (manner) lax 0.569 17 308
aspirated 0.391 04 157
reinforced 0.441 04 142
Following vowel [-bk] 0.483 o7 630
[+bk] 0.531 s EL ]
Presence of coda zero 0431 12 667
present 0.535 15 338
Phonemic V length  long 466 11 562
short 543 14 443
Gender male 04635 12 510
female 0.536 13 495
*Social Status upper 0.292 08 338
rmiddle 0441 10 332
lower 0.756 0 335
*Age 16-25 .684 7 332
26-45 0.533 14 139
46+ (0.289 o7 334
number of cells: 505 total chi-square = 478.6529
chi-squarefeell = (L9478 loghkelihood = — 197 137 Input = 0.042
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Tense, Aspect, and Bukusu Verb Tones®

MNasiombe Mutonyi
0 Introduction

It has long been known that in many tone languages, especially Bantu languages, tense
and aspect play a crucial role in determining the surface tone patterns of verb structures
by “J'rnpursmg" tone patterns which override any other pattern that the verb may already
have (for studies on other Bantu languages, see Cassimjee 1995, Downing 1990, McHugh
1990, Odden 1990, b.c, and others). Therefore, for an account of verbal tones in such
languages to be complete, it must recognize this by wasing out any aliernations caused by
changes in a verb's tense and aspect (henceforth, simply “tense™). Any theory faced with
a tense-determined tone system has o deal with the challenge of balancing between what
it considers universal and Iangu.a,E:-sp::iﬁr. idiosyncracies as dictated by the individual
tenses, as well as the entire verb system. The crucial question is: can the system be
explained uniformly using a single set of principles? As I demonstrate in this study, a
derivational autosegmental scoount covers a lot of ground as far as the Bukusu facts fn.
However, sometimes it resorts to extra stipulations to explain phenomena that do not fall
oul autematically from its tenets.

Bukusu, which has preserved the Proto-Bantu Hiigh)Low lexical tone contrast in its
verbs, displays classic tense-determined tone alternations that divide up into three main
categories, which will henceforth be referred 1o as Classes! One, Two, and Three, Despite
their differences, these classes share certain basic principles. For instance, each class has
some version of a rule that docks the melodic H wone to a specific vowel either in the
prefix or stem as required by the tenses involved.

The goal of this study is two-fold: (i) to describe, in sufficient detail, the various
tenses potentially available to a Bukosu verb, and the different H tones constituting the
input to the system that generates the desired surface tone patterns; and (ii) to provide a
derivational account of the tone system of Bukusu verbs. In particular, it will be shown
that there are at least three kinds of H tones involved. These include two lexical H tones,
which are the stem H and object prefix H tones, a tense-aspect imposed melodic H, and a
phrasal H tone inserted between any two adjacent words. These tones spread, delete, and
trigger deletion of each other as dictated by principles that we shall determine below.

* This sbady is supposted in part by NSF Grant SEBR-9421 362 while preliminary data gathering was funded by a gram
fram the OSL) Language Files Fund. For all this | am grageful 1o David Odden and the Departmen of Linguiszics, 050,
l | mse e serem “'class™ here in the atheoretical sense of a set of things shaning some fealures, mol o5 0 primmtive
limpubatic wnil, such as a sysiactic of semamic cabegory, or a unified morphemic calcgory.
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I have divided up the presentation as follows. Section | first provides basic evidence
of H{igh)/Low contrast in Bukusu verb stems. Then the focus quickly shifts to motivating
the set of Class One tenses, based on certain shared tonal features, Section 2 takes an
indepth look at the infinitive pattern by comparing verbs with different stem lengths both
with and without an object prefix. These verbs are also examined in a phrasal context to
see the effects that toneless and H toned complements have on a verb’s (one. In Section 3,
I look at the Class Two pattern, as represented by the Immediate Future tense. Section 4
examines the “Subjunctive Pattern”, whereas Section 5 presents three “Residual Cases”
which exhibit idiosyncractic patterns that require them to be treated separately. The
summary and conclusion are given in Section 6.

1 Background to Bukusu Verbs

Bukuzu has maintained the Proto-Bantu H{igh)/Low tone contrast in its verb stems. Thus,
the infinitive form of a toneless verb does not bear a H tone in its surface répresentation
(1). A high toned verb, on the other hand, exhibits one H tone on its prefix, and a second
one on the stem in case the stem is at beast two syllables long, as in (2):

(1) Toneless Yerbs
Ixu-xu-kalam-a/ [xuukalama] “to look up’
fxu-xu-sab-af [xunsalia] ‘to beg’
fau-xu-kend-al [xuukeenda] “to walk”

(2} High Toned Verhs
Ixu-xu-Bukul-a/ [xiuBukil] ‘o take’
fxu-xu-sam-af [xusamd] ‘to bark"
fau-xu-kaan-i-a/ [xiukaanys] ‘to rebuke/ban”

The non-occurrence of a prefixal H tone in toneless infinitives serves as evidence that
the infinitive prefix is underlyingly toneless, which means that the H tone surfacing on
the prefix in H toned infinitives criginates in the stem. Independent evidence to this effect
comes from adding an object prefix to the toneless verbs in (1) to yield the forms in (3):

(3} Toneless Verbs with Object Prefixes

Ixu-xu-mu-kalam-a/ [iumukdilimd] ‘1o look up at him'
Ixu-xu-mu-sal-af [®iumusdilii) ‘1o beg her”
fxu-xu-lu-kend-af [xiulukéénds] ‘1o walk it (el 11}

Mote that the infinitive prefix now bears a H tone, which we assume originates from the
object prefix, and “spreads” leftward to the prefix-initial vowel.

Another crucial difference between the forms in (3) and their counterparts in (1) is
that in (3), there is a string of H's at the right edge of the verb. Since only one H comes
with the object prefix, we assume that the stem final H is a (morphological) property of
the infinitive. Later, we will determine why this H fails to surface in toneless verbs
lacking an object prefix, e.g. xunlima ‘to cultivate” and suskalama ‘to look up', given
that all infinitives have a melodic H.

{4) High Toned Verbs with Object Prefixes

fxu-xu-mu-Bokul-a/ [xiumuBukali] ‘o take him"
Miu-xu-mu-sam-af [xoumusami] ‘to bark at him*
Tou-xu-mu-kaan-i-af [xdumukaany4] ‘1o rebukefan him®
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A glance at the examples in (4) gives the false impression that H toned verbs are not
affected by the addition of an object prefix. The fact, however, is that the H that comes
with the object prefix fails to surface, becanse a H deletion process gets rid of it

The infinitive shares its tone patterns with four other tenses: the Immediate (today)
Future (5}, the Intermediate (post-today) Future (6), the Inceptive (7}, and the Recent
Perfective (8). :

(5) The Immediate Future

a. Toneless Verbs

fa-la-kalam-a/ [alakalama)] ‘she’ll look up'
fa-la-sal-a/ [alasalBia] ‘s/he'll beg”
fa-la-kend-af [alakeenda] *sthe’ll walk’

b. H Toned Verbs
fa-la-Bukul-af [aliBukild] ‘sihe’ll wake’
fa-la-sam-a/ [aldsamd] “s/he’ll bark’
fa-la-kaan-i-af [aldkaanyd] ‘s/he’ll rebuke/ban®

() The Intermediate Future

a. Toneless Verbs
fa-xa-kalam-gf [axakalame] sfhe’ll look up’
fa-xa-sal-ef [axasafe] sfhe'll beg'
fa-xa-kend-ef [axakesnde] ‘sihe |l walk®

b. H Toned Verbs
fa-xa-Bukul-e/ [axdBukilé] she’ll take’
fa-xa-sam-ef [axdsamé] she’1l hark”
fa-xa-kaan-i-ef [axdkaanyé] 'sfhe’ll rebuke/an’

{7) The Inceptive
a. Toneless Verbs

fa-a-kalam-a/ [aakalama] “there sihe looks up”
fa-a-sal-a/ [aasaBa) ‘there s'he begs”
fa-a-kend-af [aakeenda] ‘there s/he walks'

b. H Toned Verbs
fa-a-Bukul-a/ [d4Bukald] ‘there s/he takes'
/a-a-sam-a/ [&as5amii] ‘there she barks’
fa-a-kaan-i-a/ [Adkaanyd] ‘there &'he rebukes/bans”

{8) The Recent Perfective

a. Tonebess Verbs
fa-a-kalam-1l-e/ [aakalazme] ‘she has looked up®
fa-a-sali-il-ef [sasalile] ‘s/he has begged”
fa-a-kend-il-e/ [aakeendile] *s'he has walked’

b. H Toned Verbs
fa-a-Bukul-il-¢/ [adfukanlé] *s/he has taken’
fa-g-sam-il-e/ [ddsamilé] *s'he has barked’
fa-a-kaan-i-il-e/ [ddkaaniisyé) ‘s/he has rebuked/banned”

The commen factor in the patterns in (5) - (B) is that tone assignment is sensitive o two
other factors besides tense: (a) the underlying tone of the verb, and (b) the presence or
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absence in the verb of an object prefix. Thus, toneless verbs that have no object prefix
bear no H tone, whereas H toned verbs exhibit two H tones: one in the prefix structure,
and another at the right edge of the stem. We will henceforth refer to these tenses as the
Class One tenses, including the infinitive. In the next section we examine the Infinitive in
more detail (o determine how the Class One pattern is derived.

2 The Class One Tenses
A toneless monosyllabic infinitive bears a H tone that docks to the prefix, as in (9a)

below, while the stem surfaces without a H tone. Longer verbs, on the other hand, are
toneless both in the prefix domain and in the stem, as in {(%b.c).

(9} Toneless Verbs

a. Monosyllabic Stems
Ixu-xu-se-a' [xiusya) ‘to 9
Ixu-xu-ku-a/ [xiukwa] ‘to EJ-II'

b, Disyllabic Stems
fxu-xu-lim-af [xuulima] “to cultivate”
fxu-xu-toum-a/ [xuwtuwma) “to skip’

¢. Polysyllabic Stems
Ixu-xu-kalam-af [xuukalama] “to look up’
fxu-xu-loleclel-af [xunloleelela] “to stare at’

H toned monosyllabic verbs exhibit a tone pattern identical to that of monosyllabic
toneless verbs, as in (10a). However, longer H toned verbs exhibit two H tones in their
structure, the first of which docks in the prefix domain while the second attaches to the
stem, as in {10b.c):

(107 H Toned Verbs
a. Monosyllabic Stems

fxu-xu-ku-af [xiukwa) ‘to fall”
fuu-xu-i-a) [xdulya] ‘to eat”
b. Disyllabic Stems
fu-xu-Bon-a/ [xiubonai) ‘to see”
fuu-xu-teex-af [xiuteexd] ‘to cook”
¢. Polysyllabic Stems
fxu-xu-Bukul-a/ [miufukili] ‘to take’
fxu-xu-xalak-il-af [xiuxalikili] ‘to cut for”

In general, toneless and H toned infinitives have very different surface lone palterns,
despite the neutralization of high/low tone contrast in monosyllabic verbs.

Two simple tests can be used to tell the underlying tone pattern of a monoesyllabic
verb, First, when lengthened via suffixation, an underlyingly toneless monosyllabic verb
surfaces without a H tone. For instance, addition of the applied soffix to xiusya ‘to grind
creates toneless xuusyeela “to grind for." In contrast, a high-tened monosyllabic verb not
only retains its prefix H when lengthened by suffixation, but exhibits a stem H that falls
on the second and subsequent syllables of the derived stem, in which case wiulyve “to cat’
becomes ninliild ‘to eat for,” xiuliildnd ‘to eat for each other,” and 20 forth,
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The second test involves adding an object prefix 1o the applied forms of mono-
syllabic verbs. In the resultant stroctures, the stem H docks 1o the stem initial syllable in
case the verb is underlyingly toneless, but only to syllable two in a H toned verb. Thus,
toneless ruusyeels “to grind for' becomes xaumusydéld ‘to grind for her” with H on the
stem-initial syllable, whereas H toned xduliild “to eat for’ goes (o xdwmuliild ‘to cat for
her” with H on the second stem syllable.

The tonelessness of monosyllabic verbs after suffixation makes their being H toned in
basic forms peculiar. However, this might reflect a “minimality” condition requiring
every stem to have a certain minimum size. (Monosyllabic verbs behave similarly in
SeTswana, a Southern Bantu language, so the Bukusu case is not an isolated case #)
Stems that fail to meet this requirement compensate by making their only stem syllable
prominent - i.e, by assigning it a H tone,

2.1 Deriving the Class One Pattern

First, consider the appearance of the lexical stem H onto the prefix. In a classical
autosegmental analysis this can be derived by spreading the H from it underlying locus o
its SUIEIZ: position. Two successive processes E'Jn the lexical H from its sponsor in the
stem to the prefix: Leftward Spreading (11) and Right Sister Delinking (12).

(11} Leftward Spreading (Iterative R to L)?
H

v v
(12) Right Sister Delinking

H
Vi
V ¥
FREFIX

Lefiward Spreading (11) is there 1o ensure that underlying H's “spread” 1o vowels earlier
in the word that do not already have a H tone. Right Sister Delinking (12), on the other
hand, delinks all the association lines except the one linking it to the prefix. This way the
system derives the desired singly linked H tone instead of a string.

Whereas Leftward Spreading (11) is a general process that applies to any H tone, as
independently shown by the multiply-linked stem H in xiufukild ‘to take,” Right Sister
Delinking (12) only applies to a H tone whose leftmost branch is attached to a prefix
vowel. This two-rule account is a derivative of an assumption in the theory that tones
“spread” iteratively from one potential anchor to another till they reach their target.

After an object prefix has been added to a toneless verb, a H tone surfaces in the stem.
This shows two things: (i) that there 15 a melodic H tone associated with the Class One
tenses, and (i) that the surfacing of the melodic H is dependent on the presence of the H
on the prefix. That would explain the drastic change from toneless ruukalama *to look
up” 1o xiswmukdldmd “to look up at him."

To determine how the surface patterns are derived, let us assume, without going into
specific reasons why, that the melodic H first docks to the final vowel, as in (13} below,
and then undergoes Leftward Spreading (1 1). Because the lexical stem H is docked to the
stem-initial syllable in H toned verbs, the melodic H can only spread as far left as the

z Dravid Odkden (personal communicalson).
¥ designates a 1oncless vewel,



second stem syllable. H toned verbs do not have a lexical stem H tone, so the melodic H
will spread all the way to the initial syllable.

(13) Melodic H Docking*

v]
WIORD
The leftward spreading of the melodic H in a toneless verb yields a structure with a
mutiply-linked single H tone, as in the representation of xuwkalama “to look up® in (14)
{14) Multiply Linked H

AN

Since the language has no verbs with the pattern in (14), it is feasible that a subsequent
rule, formulated as (15), deletes the H tone because it is linked to both ends of the verb. 3

{15) Final H Deletion
H=>0

oW

Final H Deletion {15) does not apply 1o H toned verbs because the melodic H never
spreads all the way to the initial syllable in such verbs.

{16) Derivations
a. H Toned Verk b. Toneless Verb
L :uuBllkul? MHD qukalam$
1
Ho@ @
ii. xyuBukula LS Iu_l_.r_lc lama

iv. xyuBukula RSD

v. xdubukila SURFACE xunkalama
‘1o take’ ‘to look up”

4 The cirche arcund M designates “floating tone.”
5 The reason for being casegory-specific is that in pheases nouns and adjectives sxhibal strings of H's that span the
entire word (of, Salammdy "people’, bul Sdfddnadsd Sdakali “many peophe’).
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The derivations in (16) show how the patterns of verbs without an object prefix are
reached. After docking to the final syllable, the melodic H undergoes Leftward Spreading
(L5}, spreading cither till hits the initial syllable or it is blocked by a lexical stem H. In
toneless verbs, the pattern created by the spreading has the right conditions for Final H
Deletion (FHD), which deletes the melodic H altogether. In a H toned verb, the lexical
stem H spreads to the prefix. Final H Deletion cannot happen in H tened verbs because
the melodic H never spreads to the initial syllable. To create the correct surface patterns,
Final H Deletion and Right Sister Delinking (RSD) are crucially ordered after Leftward
Spreading but they are not ordered with respect to each other.

The derivations in (16) apply as much to monosyllabic and disyllabic verbs as they do
to longer verbs, except that in toneless monosyllabic verbs a H tone is assigned very early
to ensure that the only stem syllable is prominent, given that the stem is shorter than the
required minimal length. Once the H has been assigned, the surface pattern of a toneless
monosyllabic verb undergoes the same derivational process as its H toned counterpart.

Mow consider what happens when an object prefix is added to the forms in (%) and
(10}, The corresponding forms are given in (17) and (18}, respectively:

(171 Toneless Verbs with Object Prefix
a. Monosyllabic Stems

fxu-xu-mu-se-af [xiumuosya] ‘to grind him/her'
fxu-xu-ku-ku-a/ [xiukukwa] ‘to fall it (cl.3)"

b. Disyllabic Stems
fxu-xu-ku-lim-a/ [xiukulimai] ‘to cultivate it (cl.3)
fxu-xu-ku-tuem-af [xtukutiimal "to skip it {cl.3)

c. Polysyllabic Stems
Jxu-xu-mu-kalam-a/ [xiumukalima)] ‘1o look up at him'her’
Ixu-xu-mu-loleelel-af [xiumulilééléli) “to stare at him'her’

(18) H Toned Verbs with Object Prefix
a. Monosyllabic Stems

fu=Xu-mu-ri-a ; [xidumurya) ‘1o fear himdher”
fxu-xu-Bu-li-a] [xiduBulya) ‘to eat 1t (cl. 14)
b. Disyllabic Stems
fxu-xu-mu-Bon-u/ [xiumuBona] ‘to see himvher”
fxu-xu-Ki-leex-a [xiukileexi) ‘to cook it {cl. 10}
c. Polysyllabic Stems
Sxu-xu-ka-Bukul-af [xiukaBukdld] “to take them {cl.6)’
fxu-xu-si-xalak-il-a [xousixalikili] “to cut it (cl.7T) for'

Mot only does the change in toneless verbs (17) from being toneless to having two H
tones after object prefix addition confirm that all infinitives receive a melodic H, but also
shows that object prefixes are H toned. The H tone that comes with the object prefix
spreads onto the infinitive prefix whereas the melodic H docks within the stem. Therefore
the patterns in (17) can be derived with the rules in the derivations in {16).

Although the rules postulated to explain the Class One pattern predict the correct
output for toneless verbs (19h), they will yield the wrong output for a H toned verb (1%a).
Thus, instzad of niwmufukild ‘1o take him,” the system predicts *xiumufukild, which
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has the H that comes with the object prefix spreading to the prefix but the lexical stem H
remains undeleted:
{19) Derivations

a. H Toned Verb b. Toneless Verb
L. :uumuﬂl,ikul MHD xuumukalama

!

=

@..
&

H
:q.uumu kula LS xuumukalama
T P
H H
. FHD
iv. xuomuBukula RSD xtumukalama
H
v, *xtiumufdkald SURFACE ximukaldam&
‘to take him/her” “to look up at himfher”

What iz needed is Reverse Meeussen's Rule (20) to delete the stem-initial H, and in 50
doing remove an OCP violation created by spreading the melodic H tone:

(200 Reverse Meeussen's Rulet
H H

s
VGV

An alternative account might assume that the stem-initial H and the H on the object
prefix undergo High Fusion (21) before spreading to the prefix. Then Right Sister
Delinking erases all but the lefimost asseciation line of the derived multiply-linked H:

(21) High Fusion
H

H
k-]

V GV

The derivation in (22) below captures the scenario adequately. Although Reverse
Meeussen’s Rule and High Fusion yield the same results they make different predictions
concerning the deletion of adjacent H tones. Crucially, whereas High Fusion is ordered
before Lefiward Spreading, Reverse Meeussen's Rule is ordered after the spreading. This
predicts that there are no structures in the language where the first of two adjacent H's
fails 1o delete, whether the adjacency is underlying or derived. Although such a pattern is
unattested in the Class One tenses, the language has forms like dameikdldmd "sfhe already
looked up at him" whose string of H's must have resulted from the ohject prefix H
combining with the Melodic H tone. High Fusion, on the other hand, only affects H tones
that are adjacent underlyingly, in which case it allows for a spreading H tone to end up on
a syllable that is adjacent to the one bearing a lexical H tone. Nothing of importance
hinges on whether we prefer Reverse Meeussen's Rule over H Fusion of vice versa,

6 As | show later, Mesussen's Rule applies berween the object prefix H and the siem initial H, but Reverse Meeussen's
Rube deletes a stem H that is adjacest 1o a melodic H 1o s gight. This maises the curious question wiy “|esemned™ pones
tend to deleie later than bexical H iooes, and whether this i a langusge-specific or cross-linguistic fealune
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{22} Deriving the H Toned + Object Prefix Pattern

i *“”""llﬂ"ik““‘h MHD
H H
il xuumE_IlLiI:ulsll High Fusion
HH H
iij.xqg}muﬂuku_!.al LS
e, =
H
iv. :uumuBukq{g RBSD
H H

v. xtumuBukalid ‘totake him"° SURFACE

If indeed both the object prefix H and the melodic H are retained in damikdldmd, it is
possible that this is a tense-imposed property that does not necessarily derive via succe-
ssive application of the set of rules motivated so far,

In summary, the following rules, and crucial orderings, create the Class One pattern:
(23} Rules
i. Melodic H Docking

[ii. High Fusion
iii. Leftward Spreading
iv. Reverse Meeussen's Rule
v, Final H Delinking
vi. Right Sister Delinking
Before concluding this section, let us briefly return to the spreading of lexical stem H
1o the prefix domain. Recall that in infinitive structures, the lexical stem H spreads 1o the
infinitive prefix (i.e. the leftmost syllable). This targeting of the initial syllable does not

happen in Class One tenses when a subject prefix is present, as shown by the following
forms from the Immediate Future:

(24) Toneless Verhs
a. Monosyllabic Stems

fa-la-se-af [alisya] *s/he'll grind”
fa-la-ku-a/ [aldkwal) ‘sfhe’ll fall’

b. Disyllabic Stems
fa-la-lim-a/ [alalimea] ‘s/he’ll cultivare’
fa=la-twum-a/ [alatuuma] ‘s/e’ll skip®

c. Polysyllabic Stems
fa-la-kalam-a/ [alakalama] ‘s"he’ll look up’

fa-la-loleelel-af [alaloleelela) ‘ahe’ll stare’



{25) H Toned Verhs
a. Monosyllabic Stems

fa-la-ri-af [aldrya] ‘sfhe’ll fear'
fa-la-li-a] [alalya] 's/he’ll eat”

b. Disyllabic Stems
fa-la-Bon-af [aliBond] ‘she’'ll see’
fa-la-teex-a [aldteexi] ‘s/he'll cook”

¢. Polysyllabic Stems
/a-la-Bukul-a/ [aldBulkild] ‘sthe’ll take (cl.6)'
fa-la-xalak-il-a/ [aléxalakila] *s/he’ll cut for”

Apparently, the subject prefix falls outside the domain of Leftward Spreading.

Because H never docks to the subject prefix in a form like alakalama ‘she’ll look
up,” we must modify the domain of Final H Deletion (FHD) to avoid generating
unattested *aldkdldmd, because as stated in (15), FHD can only delete a H tone that
simultaneously links to the initial and final syllables. However, the facts in (25) require
that the domain of Final H Deletion be defined 30 as to include the infinitive and tense
prefixes but exclude the subject prefix. Since such a structure 15 neither a stem nor a
word, I arbitrarily assign the name G to the domain of both Leftward Spreading and Final
H Deletion. This calls for a replacemnent of “worD™ in the statement [I£ with “G."

Having determined that the subject prefix falls outside the domain of Leftward
Spreading, now consider the Inceptive forms in (26) and (27):

{26) Toneless Verbs
a. Monosyllabic Stems
fa-a-se-af [4dsya) *s/e’ll grind’
fa-a-ku-a/ [ddkwa] *she’1l fall®
b. Disyllabic Stems
fa-a-lim-a/ [aalima) ‘there s/he cultivates’
fa-a-tuum-a [aatuwmea] ‘there s'he skips”
c. Polysyllabic Stems
la-a-kalam-a/ [aakalama] ‘there she looks up”
fa-a-loleclel-a/ [aaloleclela) ‘there sfhe stares’
(27) H Toned Verhs
a. Monosyllabic Stems
fa-a-ri-a [&irya) ‘there s/he fears
fa-a-li-a) [&dlva] ‘there s'he eats’
b. Disyllabic Stems
fa-a-Bon-af [&iBond] ‘there s/he sees”
la-a-teex-a/ [dteexd] ‘there s/he cooks’
¢, Polysyllabic Stems
fa-a-Bukul-af [&iBukiili] ‘there s/he takes (cl.6)"

fa-a-xalak-il-a/ [&dxalikild] ‘there s/he cuts for”
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The H tone on the initial syllable in H toned verbs (27) makes it seem like the subject
prefix was targeted by the spreading lexical stem H tone, and in turn gives these data the
appearance of counter-evidence to the notion that the subject prefix is outside the domain
of H spreading.

However, notice that there is a structural difference between the prefixes marking the
Immediate Future and the Inceptive: i.e, the former is a full CV syllable whereas the latter
only consists of a vowel. When the 3 sg. subject prefix and the Inceptive tense marker are
juxtaposed, the subject prefix deletes by a general process which eliminates a non-high
vowel that precedes another vowel. Subsequent camgnsatm'_v lengthening reassociates
the derived “floating” mora to the surviving vowel. Because the H 1one in question is
associated with this second vowel, it is possible that the derived long syllable has a rising
tene that a phonetic implementation rule turns into a level H. After all, the language does
not contrast level H and rising tones word-initially,

2.2 Class One Tenses in Phrases

There are structural restrictions to remember as we examine verbs in phrases. First, a
Bukusu verb can have a verb-internal marking of an object by showing in its structure an
object prefix that refers to the object in question. Alternatively, the verb can be followed
by an overt object NP, which mules out the possibility of the verb cannot containing the
prefix referring to the object. Therefore, the verb minfya ‘to eat,’ can take the object
prefix fu to become xiiyfulyd ‘to eat it (cl.14),” or be followed by a nominal complement,
as in xilyd fuiusuma “to eat porridge,” but not *niufulvd Sinsuma (= "to eat porridge’).
An adverbial complement such as Swaange ‘quickly,” hinkali *much,’ lumdi *again’, and
50 forth influences the verb’s tone the same way a noun does.

Also to remember is the fact that a Bukusu verb can have only one object prefix in its
strecture at a time. As a consequence, a ditransitive verb like xduwa “to give™ can only
contain an indirect object prefix in its structure; the direct object has (0 occur as a
separate word. Therefore, we find xiumuwa kamalesi ‘to give him medicines,” but never
*uiumukawa or *xiwkamuwa meaning to “give them to him.’

Because of the first restriction, we will use postverbal complements that are not noun
phrases if and when they become necessary. Although this removes consistency, given
that a verb takes a nominal complement when it has no object prefix and an adverbial
complement after an object prefix has been added, it does not affect the basic fact that the
tone mapping rules in the two types of phrases are the same regardless of the syntactic
function of the postverbal complement. The second restriction does not bear directly on
our study, o we will ignore it for now.

(28) Toneless Verbs with Toneless Object
a. Monosyllabic Verbs

xiusya Buufu ‘to grind flour”
wiukwa kumup ixa *to fall a fall’7

b. Disyllabic Verbs
xiulima kumukuunda “to cultivate a farm*
aintuuma kumukoye “to skip a rope’

¢. Polysyllabic Verbs
xiuloleslela mwiikulu ‘1o stare at the sky®

7 Miast verhs designated x imransizive in English take an “object” in Bukusu that refers 1o the sction or stale: denoied
by the verb. Thus 2 person sleeps sleep, walks a walk. dies a death, etc. To that extent, we treal them as transitive.
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__When followed by a noun of any tone, & toneless verb will exhibit a H tone on the
infinitive prefix. Note that in (28), a toneless noun causes a H tone 1o appear on the prefix
of a preceding toneless verb. The same pattern is repeated before H toned complements
for verbs whose stems are at least two syllables long. Clearly, a phrasal H tone gets
assigned to a verb before a complement. This |iphmsaJ H docks as far left in the verb as
possible, which in toneless verbs is the initial syllable (in infinitives).

(29 Toneless Verbs with H Toned Object

a. Monosyllabic Verbs
atiusyi Biulo “to grind millet’
aiukwi kimalalu ‘to become mad*8

b. Disyllabic Verbs
xilima Biulime “to cultivate land'
xiintuoma kimawa *to skip (over) thoms”

¢. Polysyllabic Verbs
xiukalama Béaloosi “to look up at old women®
xinloleclela minngaak ‘to stare up{ward)’

Dizyllabic and polysyllabic verbs keep the same tone pattern when followed by a H
toned word(29b,c), but monosyllabic verbs surface with a H tone on the stem vowel (29a)
in addition to the H in the prefix. Because this makes monosyllabic verbs similar to H
toned verbs, they must be treated as H toned verbs, whose patterns we now examine,

(307 H Toned Verhs with Toneless Object
a. Monosyllabic Verbs

xiulya Buufu ‘to eal flowr’
xtiurya Eitalani ‘to fear lions'
b. Disyllabic Verbs
xitubona Baalosi ‘to see witches’
xibuleexa kamalesi ‘to cook medicines’
c. Polysyllabic Verhs
xiiuBukiila Baalosi ‘to take witches’
xiuxalikila BaBaandu ‘to cut for (also: judge) people”

(31} H Toned Yerhs with H Toned Object
a. Monosyllabic Verbs

xiinlyd Biusuma ‘to eal porridge’
xiuryd kimaxala ‘to fear crabs’
b. Disyllabic Verbs
xiubond Bialosi ‘to see women”
xiuteexd kimdioore ‘to cook plantains’
¢. Polysyllabic Verbs
xinBukila Bialoosi ‘to take old women’
xinxaldkila Biaxaana “to cut for (also: judge) girls”

B Literally 1o fall madness.” bul with the logical reading “for madness to befall...*
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Because the melodic H always docks to the second stem syllable in H toned verbs, it
will surface when the verb is followed by a complement that is either toneless or H toned
if the stem is longer than two syllables. However, the melodic H always deletes in a
monosyllabic or disyllabic verb whenever the complement is toneless, because in such a
verb the H is always word-final, in which case it always falls adjacent to a toneless word.
This explains why H surfaces without an problem in the following extended forms of the

verbs in question:

(32) Extended H Toned Verbs with Object NP
a, Monosyllabic Verbs

xtuliila BaBaandu ‘to eat for people’
xtuliilina Buufu ‘to eat four for e.o.”
xtuliilina Bdusoma ‘to eat pormdge for eo.”

b. Disyllabic Verbs
xiinBonéla BaBaandu “to see for people”
xiulonélana Baalosi ‘to see witches for e..”
xiinBonélana Bialoosi “to see old women for e.o.”

The melodic H tone targets the second stenr syllable in H toned verbs, which is expected
given that the stem-initial syllable in swch verbs is the lexical stem H sponsor. Because a
monosyllabic verb has only one stem syllable, the melodic H iz forced to dock to the
stem-initial syllable despite its being the sponsor of lexical stem H. Disyllabic and
polysyllabic verbs are long enough for the melodic H to find the appropriate anchor. But
a disyllabic stem is not long enough to protect the H from undergoing pre-toneless word
deletion (33), a very general process that applies between any two words that do not
necessarily constitute a synlactic Or semantic calegory.

(33) Dedetion of H before a Toneless Complement
Delete a word-final H tene in case the next word is toneless,

In sum then, a verb selecting a Class One tense will exhibit the following features in
isolation: (i) it surfaces as toneless if it is underlyingly toneless, and exhibits two H tones
if it is underlyingly H toned; and (ii) the addition o¥an ohject prefix causes a toneless
verb to acquire the tone pattern of a H toned verb, whereas a H toned verb retains its
pattern. If we consider Meeussen's and Reverse Meeussen's as flip sides of the same rule,
and High Fusion as an alternative to either of them, a total of five rules are needed to
explain the Class One tone pattern. These include: (1) Melodic H Docking, (2) Leftward
Spreading, {3) Mecussen’s/Reverse Meeussen's Rule, (4) Right Sister Delinking, and (5)
Final H Deletion. At phrase level, the string of H's appearing at the right edge of a verb
delinks, and is replaced with a H that singly links to the stem-initial syllable if the verb is
underlyingly toneless, and to the second stem syllable in an underlyingly H toned verb, A
H docked to the verb's final syllable will delete in case the next word 15 toneless. As we
now turn to other tone Classes, it is relevant to ask which of these rules apply there as
well. The answer will become evident as the facts unfold.

3 The Class Two Tenses

The Class Two pattern appears in the Intermediate Past, Remote Future, Simple Present,
and the Progressive, For an overview of the tone features shared by these tenses, let us
begin with a look at data from the Intermediate Past, Perhaps the most notable thing
about these examples is that in the Class Two pattern all verbs bear a H tone in their
surface representation regardless of their underlying tone. Recall that toneless verbs
surfaced as toneless in the Class One pattern.
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(34) Toneless Verbs
a. Monosyllabic Stems

fa-a-se-il-ef [aasyéele] ‘sthe ground”
fa-a-ku-il-e/ [aakwiile] ‘she fell”
b. Disyllabic Stems
fa-a-lim-1l-e/ [aalimile] ‘sfhe cultivated”
fa-a-tuum-il-ef [aattiumile] ‘sfhe skipped'
¢. Polysyllabic Stems
fa-a-kalam-il-e/ [aakilaame] ¥ *sihe locked up'
fa-a-loleel-il-e/ [aalbleclecle] *sfhe stared”

{35) H Toned Verbs
a. Monosyllabic Stems

fa-a-hi-il-e/ [aalifle] ‘s’he ate’

fa-a-ri-il-ed [aariire] 'she feared”
b. Diisyllabic Stems

fa-a-Bon-il-ef [aaBodne] ‘sihe saw”

la-teex-il-ef [aateexile] ‘s/he cooked”
c. Polysyllabic Stems

fa-a-Bukul-il-e/ [aafiukiule] “s/he ook’

fa-a-xalak-il-il-ef [aaxalikiile] *s'he judged”

Also significant about the Intermediate Past pattern is that rather than surface as a
string of H's, the melodic H docks to a single syllable. It docks to the stem-initial syllable
in an underlyingly toneless verb, surfacing as a falling tone if the targeied syllable is long.
In contrast, it docks to the second stem syllable in a H toned verb, but only if the verb is
longer than two syllables. Apparently, the H tone looks for and finds the stem-initial
syllable in toneless verbs but not in H toned verbs because of the lexical stem H. As an
alternative to the stem-initial syllable, the H docks to the second syllable, the lefimost
toneless stem syllable available.!” The melodic H fails to surface if the verb stem is
shorter than three syllables. But in a disyllabic verb that has a long stem-initial syllable,
the melodic H surfaces on the second mora of the long syllable, as seen in aaliile *s/he
ate’ (35a) and saflodne “s/he saw” (35b). This shows that in the Class Two tenses docking
of the melodic H in the stem pays attention to the position of the target syllable,
Specifically, the H avoids the second stem syllable that is also word final. That would
explain why the applied (perfective) forms in (36) do not have a rising tone on the penult,
as their second syllable is non-final.

{36) Applied Intermediate Past
fa-a-li-il-il-ef [zaliiliile] *s/he ate forfwith’
fa-a-Bon-il-il-e/ [aaBonéele] ‘s/he saw forfwith’

In summary, a Class two tense requires that each verb surface with melodic H tone
regardless of the verb's underlying tone. Secondly, the lexical stem H tone cannot spread
to the subject or tense prefixes, Thirdly, these tenses impose a one-H-per-stem restriction
that causes deletion of the lexical stem H once the melodic H has docked. We have noted
further that these tenses prohibit word-final H tones. Consequently, in a disyllabic H

? The pemmlt syllable lengibess comp ily following imbrication of the perfective suffix -i-.
10 This rargetting of V2 by H is also found in Runyankane, 3 Bantu knguage of Uganda (Pobento, this volsme),
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toned stem, the H tone will retract to the second mora of the stem-intial syllable in case
that syllable is long (34a). But retraction will not apply if the stem-initial syllable is short.
Thus, the Remote Future form alifiona “s/he’ll see’ is toneless, but when the applied
suffix is added, a H appears on the second stem syllable (cf. alifonéla "sihe’ll see for®).
Final H Retraction can be formalized as follows:

{37) Final H Retraction

ol 3

Mow consider what happens when an object prefix is added 1o toneless verbs in the
Class Two tenses. Once agan, the examples are from the Intermediate Past:

(38) Toneless Verbs

a. Monosyllabic Stems
fa-a-mu-se-il-e/ [aamisyeele] ‘sie ground him’
fa-a-ku-ku-il-¢/ [aakikwiile] ‘s fell it (cl.3)°

b. Disyllabic Stems
fa-a-Bu-lim-il-of [aaBilimile] ‘she cultivated it (cl. 14)°
fa-a-ku-tuum-il-e/ [aakitumile] ‘sthe skipped it (cl.3)

. Polysyllabic Stems
Ja-a-mu-kalam-il-e/ [aamvikalaame] ‘s/he looked up at him®

fa-a-mu-loleelel-il-ef [aamiilolecleele] “s/he stared at him®

In the forms in {38), a high tone invariably surfaces on the object prefix. Since the object
prefix is high toned, and because H tones generally do not “spread” 1o a syllable that
already functions as a H tone anchor, we assume that when the melodic H tone docks to
the stem initial syllable in a verb selecting the Class Two pattern, it ends up being
(syllable) adjacent to the H on the object prefix. The resultant structure needs Meeussen's
Rule (39) to eliminate the stem-initial H in order to remove the derived QOCP viclation.
Meeussen’s Rule must be constrained to only target a stem H tone that follows a H tone
docked to a prefix. This will ensure that it does not apply between adjacent H tones
within the stem, which is the domain of Reverse Meecussen's Rule. This comrectly predicts
that Class Two does not show strings of H's extending from the object prefix to the stem.

(39) Meeussen's Rule
H H

Eﬁi'm [cutr

A H toned verb will exhibit the patterns in (40) below when an object prefix is added.
Addition of an object prefix to a wg with a retracted stem H tone{40a,b) causes a bridge
effect between the H tone on the object prefix and the retracted melodic H tone. This
particular docking only happens in the Class Two tenses, and is what most distinguishes
Class Two from the Class One pattemn.!!

11 Paleima {1994) neparts a smilar bridging eMfect in OluSamin, slso 0 Baneu language of Kenya
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{40) H Toned Verbs with Object Prefix

a. Monosyllabic Stems
fa-a-Bu-li-il-ef
fa-a-mu-ri-1l-ef

b. Disyllachic Stems
fa-a-mu-Bon-il-ef
fa-a-ka-teex-il-ef

c. Polysyllabic Stems

fa-a-mu-Bukul-il-e/
fa-a-Ba-xalak-il-il-e/

[aaBdlifle] ‘shhe ate it (cl. 14
[aamairiire] 's/he feared him®
[aamiBacne] *s/he saw him'
[ankdteexile) *s/he cooked them (cl.6)'
[aarmiBukdule] ‘s/he took him”
[aaBdxalikiile] ‘s/he judged (cut for) them®

I propose that the bridge effect is caused by a late phonetic implementation process which

applies when a prefixal H is followed by a rising contour created by

melodic H retraction.

This only happens when the syllable bearing the melodic H is long and the H falls on the
second of its moras, becavse it does not apply in a form like alimwdafdlila *sthe’ll split
for him" even though the object prefix H is also adjacent to the melodic H.

Let us now examine data from the other tenses exhibiting the Class Two pattern,

{41) The Remote Future
a. Toneless Verbs

fa-li-kalam-a/

ta-li-lim-af

fa-li-tuum-af
b. H Taned Verbs

ta-li-Bukul-a/
fa-li-sam-af
fa-li-teex-af

(42) The Simple Present
a. Toneless Verbs

fa-kalam-af
fa-lim-af
fa-tuum-a/

b. H Toned Verbs
fa-Bukul-a/
fa-sam-a'
fa-teex-af

(43) The Present Progressive

a. Toneless Verbs
fa-lixd a-kalam-a/
fa-11x6 a-lim-a/
fa-1ix6 a-tuum-af

b. H Toned Verbs
fa-1ixd a-Bukul-af

fa-lixd a-sam-a/
fa-lixd a-teex-a/

[alikélama)
[alilima]
[alindumea]

[aliBukila)
[alisama]
[aliteéxa)

[akilama]
[alima]
[anduma)

[aBulkila]
[asama)
[ateéxa)

[alixdakalama]
[alixdalima]
[alixdatiuma)

[alixdaBukila)
[alixdasama]
[alixdateéxal

‘sihe’ll look up’
‘s/e’ll cultivate”
‘she'll skip’

‘ahe’ll take’
‘she’ll bark”
‘sthe’ll cook”

‘s/he looks up’
‘s/e caltivates”
‘s/he skips'

‘s/he lakes'
‘sthe barks
“‘s/he cooks”

‘s/he’s looking up”
‘sthe's cultivating”
‘sthe’s skipping’

‘s/he's taking'
‘she’s barking”
's/he’s cooking”
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Motice that, just like in the Intermediate Future forms fiw:n above, all verbs have a
surface H tone that singly links to the stem-initial syllable in toneless verbs and to the
second stem syllable in H toned verbs. Another shared feature is final H retraction (or
deletion where appropriate) in disyllabic H toned verbs (cf. alitedxa and alisama (41b),
areéxa and asama (42b), etc.).

When an object prefix is added to a verb selecting any of these tenses, the object
prefix displays a H, but the adjacent stem-initial syllabl is toneless. In fact, a toneless
verb has no H tone in the entire stem, indicating that Meeussen’s Rule kicks in to
eliminate the OCF violation resulting from juxtaposition of the object prefix H and the
melodic H.

{44) The Remaote Future
a. Toneless Verbs

fa-li-mu-kalam-a/ [alimiikalama] ‘s/he’ll look up him'
fa-li-mu-lim-a/ [alikilima] ‘sthe’ll cultivate it (cl.3)"
Ja-l-mu-tuum-a [alimituuma] ‘s/he’ll skip him'

b. H Toned Verbs
fa-li-mu-Bukul-a/ [alimmiBukala) ‘s/he’ll take him’
fa-li-mu-sam-a/ [alimisama) ‘s/he’ll bark at him'
fa-li-mu-teex-a/ [alimitééxa) ‘she’ll cook him'

(45) The Simple Present

a, Toneless Verhs
fa-mu-kalam-a/ [amvikalama] ‘s/he looks wp at him’
fa-mu-lim-a/ [akiilima] ‘s'he cultivates it (cl.3)"
fa-mu-tuum-af [amvituumal) ‘sthe skips him’

b. H Toned Verbs
fa-mu-Bukul-a/ [amiBulila] ‘s'he takes him®
fa-mu-sam-a/ [amiisama] ‘s/he barks at him’
fa-mu-teex-a’ [amitééxa] ‘s/he cooks him®

(46) The Present Progressive

a. Toneless Verbs
fa-lixd a-mu-kalam-a’  [alixdamikalama] ‘sfhe’s looking up at him’
fa-lixd a-mu-lim-a' [alixdakilima] ‘s/he’s cultivating it (cl.3)

fa-lixd a-mo-tunm-af [alixdakituuma] ‘s/he’s skipping it (cl.3)"
b. H Toned Verbs

fa-11xd a-mu-Bukul-a/ [alixdamiBukiila] ‘s/he’s taking him'
fa-1ixd a-mu-sam-a/ [alixdamisama] ‘s/he’s barking at him’
fa-1ixd a-mu-teex-a/ [alixdamiitééxa] ‘she’s cooking him’

To recapitulate, a verb bearing a Class Two tense must have at least one surface H
tone, except H toned verbs with stems that have two or fewer syllables. The Class Two
pattern is created by the melodic H directly targeting the left edge of the stem, and docks
to the stem-initial syllable in toneless verbs, and the second syllable in a H 1oned verb.
The subject and tense prefixes are not eligible anchors. This forces the lexical stem H 1o
remain on the stem-initial syllable until it is deleted in accordance with the requirement
that each stem have only one H tone. A stem H tone falling on the final syllable either
retracts if the stem-initial syllable is long, or deletes to aveid violating the prohibition
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anchor to its lefl, and as a result Meeussen’s Rule deletes the melodic H docked on the
stem-initial syllable of a toneless verh.

3.1 Deriving the Class Two Pattern

The Class Two pattern shares with the Class One pattern the property of having two
domains that are targeted by Leftward Spreading (11): the prefix domain for the lexical
stem H tone, and the stem for the melodic H tone. The Class Two pattern does not allow
H to surface either on the subject or tense prefizes, making this pattern both similar to,
and different from, the Class One pattern: similar because the subject prefix is ineligible,
but different because the 1ense i% is also excluded. Since there 15 no evidence that the
melodic H tone ever docks on the final syllable in the Class Two pattern, we revise
Melodic H Docking (13) as follows:

{47) Melodic H Docking - 1

[qF .
STEM

Once the melodic H tone has docked in a verb selecting the Class Two pattern, any
lexical stem H that cannot spread to the prefix structure gets deleted. The deletion is an
effiect of a restriction that allows only one surface H tone in the stem.

The surface tone of toneless verbs is derived in a single step by dmtg docking the
melodic H tone to the stem initial syllable via Melodic H Docking-I1 (47). But a H toned
verb requires an extra rule to delete the lexical stem H tone “stranded™ on the stem-initial
syllable. (Revised) Reverse Meeussen's Rule is such a rule.

(48) Reverse Meeussen's Rule (Revised)

5}
v v
ETEM

The Reverse Mecussen's Rule is confined to the stem because, as seen from (38) above,
melodic H tone never triggers deletion of a H linked to a prefix.

(49} Derivations

a H Toned Verb b. Toneless Verb
ii aaBukuule MHD-IT askalaame
ii. aaBukuule RMR

H

iii, aaBukdule SURFACE aakdlaame
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As the derivations in {(4%) illustrate, the Class Two pattern otilizes at most two rules to
create the isolation tone pattern of a verb that has no object prefix. These are Melodic H
Docking - [T (47) and Reverse Meeussen's Rule (48).

The fact that the object prefix serves as a H tone anchor in the Class Two tenses has
two interpretations: first, it suggesis that the object prefix is not a part of the stem proper,
or its H tone would be deleted by Reverse Meeusen's Rule in accordance with the one-H-
per-stem restriction. Second, one could assume that the object prefix combines with the
stem to create a domain that is intermediate in size between the siem proper and the larger
domains created by adding the subject and tense prefixes.

A H toned verb that has an object prefix has at least three underlying H tones. These
include the lexical H tone that comes with the root, the melodic H, and the H that comes
with the object prefix. A toneless verb bearing an object prefix, on the other hand, has
two underlying H tones: the H tone contributed by the ohject prefix and the melodic H.
Giiven these facts, consider the following examples:

(50) Toneless YVerhs

a. Disyllabic Verbs
aalimile “s/he cultivated’
aamiilimiile “s/he cultivated for her'
aatiumile ‘sihe skipped”
aamituumniile *sihe skipped for him

b. Polysyllabic Verbs
aakiilaame ‘ashe looked up®
aamidkalaame ‘s/he looked up at him®
aalileclecle ‘she stared”
aamiloleclecle ‘s/he stared at him®

{51) H Toned Verbs
a. Disyllabic Verbs

aalloéne ‘s'’he saw’
aamiliéine *s'he saw him®
aateexile ‘sithe cooked®
aamiiteexile “‘s/he cooked him'
b. Polysyllabic Verbs
aaBukiule ‘s'he took”
aamiBukiule ‘s/he took him’
aaxalikiile ‘s/he cut for/sentenced”
aamixalikiile ‘she cut for (or sentenced) him'

A toneless verb that has no object prefix exhibits the melodic H on the stem-initial
syllable (50). When an object prefix is added, the verb still has a single H tone, but now
the H anchors on the object prefix whereas the stem-initial syllable is toneless. This must
be the H that comes with the object prefix, given that generally H tones do not dock or
spread 1o syllables already having a H tene. It also means that the melodic H has deleted
after the object prefix H tone in a deletion that requires syllable adjacency between the
triggering H tone and the target H tone, as the melodic H does not delete in aamiireexile
‘s/he cooked him" (51a), aamuifiukiule *she took him® (51b), and so forth,
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| |
In a H toned verb that has no object prefix, 'lLE melodic “ tnggers Jmﬁ i}
lexical stem H tone, but only after the lexical H tone has blocked the melodic H from
docking to the stem-initial syllable. This serves as evidence that deletion of the lexical H
tone is ordered after Melodic H Docking (47). Once the melodic H has docked it tnggers
cither Reverse Meeussen's Rule or Meeussen's Rule to eliminate the derived H tone
adjacency. The denvations in (32) illustrate the interaction of Melodic H Docking,
Eeverse Meeussen's Rule, and Meeussen's Rule in verbs that have an object prefix.

(52) Derivations
a. H Toned Verb b. Toneless Verb
i.aamulhIlkLhulr. MHD anmukalanmc
% s
HH @ Ho @
ii.aamTBukuuic MR/RMR aamukalaame
H H H H

iii. aamidBukiule SURFACE aamikalaame

To summarize, by assuming that the melodic H tone docks directly to the lefi edge of
the verb stem, we can derive the Wmﬁﬁm surface tone patterns of both toneless and H
toned verbs with two rules: Melodic H king and Meeussen's (or Reverse Meeussen's)
Rule. Apparently, Meeussen's Rule is specific to the Class Two pattern, only targeting a
stem H after an object prefix H, as in agmuikalagme “sthe looked up at him." Melodic H
docking precedes Meeussen's and Reverse Meeussen's Rules.

3.2 The Class Two Tenses in Phrases
First, consider the data in (53) - (56):

(53) Toneless Verbs with Toneless Objects
a. Monosyllabic Verb
fa-a-se-il-e Buufu/ [aasyéele Buufu] ‘s/he ground flour’
b. Disyllabic Verb
fa-a-tuam-il-¢ kumukoyed  [aaviumile kumukoye]  “s'he skipped a rope”
c. Polysyllabic Verb

fa-a-loleel-il-e Eigeeni/ [aaléleeleele Emeeni] ‘sihe stared at fish®
{54} Toneless Verbs with H Toned Objects

2. Monosyllabic Verbs
fa-a-se-il-e Biulo/ [aasyéele Biulo] *sthe ground millet’
fa-a-ku-il-e kimalalu [aakwiile kimalalu] ‘sfhe became mad’

b. Disyllabic Verbs
fa-a-lim-il-e Bdulime/ [aalimile Bdulime] ‘s/he cultivated a garden®
fa-a-muum-il-e kimawa! [aatdumile kdmawa) ‘s/he skipped thorns'

c. Polysyllabic Verbs

fa-a-kalam-il-e Baaloosi/ [aakdlaame Bdaloosi] ‘s/he looked at old women’
fa-a-loleel-il-e Bdaxasy/ [aaléleeleele Biasaani]  “w'he stared at men’
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(55) H Toned Verbs with Toneless Objects
a. Monosyllabic Verbs
ta-a-li-il-e Bunfu [aalifle Buufu] ‘s/e ate flour”
Ta-a-ri-il-ef [aariire kumupixa] “s/he feared a fall”
b, Disyllabic Verbs

fa-a-Bon-il-e kumukuunda!  [aaBodne kumukuenda]  “she saw a farm’
fa-teex-il-en kumukoye/ [aateexile kumokoye] ‘s/he cooked a rope

c. Polysyllabic Verbs

fa-a-Bukul-il-¢ Baalosi/ [aaBukiule Baalosi] ‘s/he took witches'
fa-a-xalak-il-il-e/ [aaxalikiile Cigeeni] ‘sfhe sentenced fish®

56) H Toned Verb with H Toned Objecis
a. Monosyllabic Verbs

il

fa-a-li-il-e Bauloy [aakile Baula] ‘sihe ate millet’

fa-a-ri-il-¢ kdmalalu/ [aariire kimalalu] ‘shhe feared madness'
b. Disyllabic Verbs

fa-a-Bon-il-e Biulime! [aaBodne Baulime] ‘sihe saw a garden’

fa-teex-il-e kamdwal [aateexile kimawa] ‘s/he cooked thomns®

¢, Polysyllabic Verbs

fa-a-Bukul-il-e Bialoosi/ [aaBukiule Bialoosi] ‘s/he took witches”
fa-a-xalak-il-il-e Eixaafu/ [aaxalikiile Cixaafu] ‘s/he sentenced cows’

In general, verbs selecting a Class Two tense maintain their isolation pattern when
placed in phrases, regardiess of the tone of the word following the verb. This contrasts
with the Class One tenses where a string of H's is replaced by a singly linked H in the
same context.

Besides keeping their isolation pattern, the verbs in (33)-(56) show no evidence of a
phrasal H tone being inserted. This could mean that (i) the phrasal H triggers deletion of
the melodic H then docks 1o the melodic H anchoer, (i) the phrasal H fails to dock because
its target, the slem-initial syllable, is already H toned, or that {iii) phrasal H docks to the
final syllable then deletes because of a prohibition against final H tones. Either (ii) or (iii)
accounts for this pattern, but the point is that phrasal H fails to surface in the verb.

Also significant in the above data is that in forms like aafodne “s/he saw', aaliile
‘s ate’, and zo forth the retracted H remains retracted even when the verb is no longer
prepausal. This makes final H retraction a word-level process whose effects cannot be
reversed during phrase formation.

4 The Class Three Tense

We now turn to what could very well be called the Subjunctive Pattern'? even though it
is shared by the keme-Immediate Future, which I will not discuss separately since
everything said about the subjunctive applies (o its pattern as well. The subjunctive
exhibits a quite straightforward tone pattern, which involves a single H tone doubly
linked 1o the first two vowels of the verb, the first of which is the subject prefix.

12 Thagh cited in isclstion here, the subjuscrive is slways precedsd by a finite vorb comstruetion such as “1efl him +
Subjunctive”, e.g. swfoolélé grd el him {00) grind.” of ned i glime 1 want you (o) cultivale.” Therefore in the
ghosz, the English eguivalent of the subpanctive doss nol show agreement with the 3 sg. subject.
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According to the forms in (57) and (58), the subjunctive neutralizes the highflow tone
contrast by assigning all verbs a uniform tone pattern. The simple rule seems to be: delete
all underlying H tones, then doubly link the melodic H to the first two moras of the verb.
(57 Toneless Verbs without Object Prefix

a  Monosyllabic Verbs

fa-se-g/ [dzyé] ‘s/he grind®
fa-ku-ef [dkwé] *sthe fall’

b. Dasyllabic Verbs
fa-lim-ef [4lime] ‘sthe cultivate”
fa-tuum-e/ [atdume] “s/he skip’

c. Polysyllabic Verbs
fa-kalam-e/ [dkdlame] ‘sihe look up”
fa-loleelel-2/ [alGleslele] ‘sfhe stare”

(58) H Toned Verb without Object Prefix
a. Monosyllabic Verbs

fa-lie/ [alvé] ‘she eal’
fa-rief [aryé] *sthe fear’

b. Disyllabic Verbs
fa-Bon-¢f [4Béne] ‘she see”
la-teex-ef [dtéexe] ‘sthe cook”

c. Polysyllabic Verbs
fa-Bukul-ef [&Bdikule] ‘sihe take’
fa-xalakil-ef [&xdlakile] *s/he sentence”

The pattern does not change with the addition of the object prefix, as in (59) and (60):

(59) Toneless Verbs with Object Prefix
a. Monosyllabic Verb

fa-xu-se-ef [dxisye] *s/e grind us”®
b. Disyllabic Verb
fa-ku-tuum-ef [dknuume] “s/he skip it’
¢. Polysyllabic Verb
fa-Ba-kalam-e/ [aBdikalame] ‘sfhe look up at them”

(60} H Toned Verbs with Object Prefix
a. Monosyllabic Verb

Ja-mu-ri-ef [dmidrye] “s/he fear him'
b. Disyllabic Verb
fa-ku-teex-ef [dkiiteexe] ‘s/he cook it”

¢. Polysyllabic Verb
Ja-mu-loleelel-ef [dmidloleslele] ‘s/he stare at him'



TENSE, ASPECT, AND BUKUSU VERE TONES 4
Mote that the melodic H tone docks to the two leftmast syllables of the verb, indicating
that the object prefix falls within the domain of the rule assgining the subjunctive pattern.

Further evidence shows that the rule counts moras rather than syllables, because the
Iwo moras targeted by subjunctive H docking can be tauto-syllabic {cf. (61})). (The
subject prefix vowel lengthens compensatorily before a nasal-consonant cluster created
by placing the 1 sg object prefix [-n-] before the stem-initial consonant).

(61} The Subjuntive with 1 sg. Object Prefix
. H Toned Yerb

i. Jfa-n-Bukul-ef [dimbukule] ‘s/he take me’
il fa-n-teex-ef [dAdndeexe] ‘s/he cook me”
b. Toneless Verb
1. fa-n-kalam-ef [didngalame] ‘sihe look up at me”
I fa-n-tusm-eS [ddndunme] ‘sihe skip me”

Informally stated, the mle deriving the subjunctive pattern reads as in (62):

{62) Subjunctive H Docking
Place the melodic H tone on the first two moras of the verb.

Because tones do not simultanecusly dock to two moras in autosegmentzl phonology,
we assume that the H first docks to the initial vowel, then doubles onto the following
vowel 1o derive the double linkage. Apparently, the Subjunctive H Docking operates over
a larger domain than Melodic H Docking (cf. §2 & §3). To illustrate the differences,
consider the effect that the 1 sg subject prefix has on the Class One, Two, and Three
patterns. (I use the Immediate Future (63a) to represent Class One, the Intermediate Past
(63b) to represent Class Twao, and the Subjunctive (63c) to represent Class Three.)

(63) Toneless Verhs

a. The Immediate Future
Mn-la-lim-a/ [ndalima] TN cultivare'
= la-teum-al [ndatuwma) T'1 skip"
fn-la-kalam-a/ [ndakalama]) 'l look up'

b. The Intermediate Past
In-aa-lim-il-e/ [naalimile] ‘T cultivated”
In-aa-tuum-il-ef [naatdumile] ‘1 skipped®
In-aa-kalam-il-e/ [naakdlaame] T looked up’

c. The Subjunctive
In-lim-e/ [n{d)ime] ‘1 cultivate'
fn=tium-e/ [nddume] ‘1 skip®
/n-kalarm-ef [ngdlame] ‘1 look up®

The Subjunctive pattern (63c) clearly has little in common with the Class One pattern
{63a). However, it does share with Class Two (63b) the stem-initial H, a similanity that
extends to forms that have an object prefix, as illustrated by the forms in (64). This
similarity in the behavior of verbs selecting the Subjunctive and a Class Two tense raises
the question whether the only thing differentiating the subjunctive and Class Two
patterns is the docking of H on the subject prefix in the Subjunctive but not in Class Two.
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(64) Toneless Verbs
a. The Intermediate Past

fn-as-ku-twum-il-¢/  [naakdtuwmile] ‘I skipped it’

In-aa-ku-kalam-il-&f [naakikalaame] ‘I looked up at it”
b. The Subjunctive

In-ku-toum-¢/ [ngiimuume] “I skip ot

In-ku-kalam-e/ [ngikalame] ‘T look up at i’

The answer lies in comparing the patterns of H toned verbs bearing either tense,
which show clear differences between the two classes, Consider the forms in (65):

(65) H Toned Verbs
a. Intermediate Past

/m-aa-Bon-il-ef  [naaBodne] I saw’ naaBondele ‘1 saw for'
/m-aa-teex-il-e/  [naateexile] I cooked' naateexdele ‘I cooked for’
m-aa-Bukul-il-e/  [naaBukdule] °Ttook” naaBukiliile 1wk for*

b. The Subjunctive
/n-Bon-e/ [mbxine] ‘T see” mbdnele ‘1 see for'
In-teex-ef [ndéexe] ‘I cook” ndéexele ‘1 cook for”
In-Bukul-ef [mibadkube] ‘I take" mbikulile ‘1 take for®

The tonal differences in (65a) and (65b) should not occur if the Class Two pattern and the
Subjunctive pattern are generated by the same principles. Notice specifically that suffixa-
tion causes pattern variation in Class Two whereas the Subjunctive panern is invariable,

Another difference between Class Two and the Subjunctive emerges when an object
prefix is added to a H toned verb that has the | sg subject prefix (66). Crucially, the Class
Two pattern has two H tones: one on the object prefix and the other in the stem (66a),
whereas the Subjunctive has only the object prefix H but no stem H (66b). Once again,
suffixation has no effect on the Subjunctive pattern, which clearly shows that the shared
properties between the Subjunctive and Class Two are a chance cccurrence.

{66) H Toned Verbs
a. Intermediate Past

In-aa-ku-Bon-il-e/ [naakiBidne] ‘I saw i’
In-aa-ku-teex-il-ef [naakileexile] ‘I cooked it
/n-aa-ku-Bukul-il-e/ [naakdBukiule] ‘I vook i’

b. The Subjunctive
In-ku-Bon-¢f [ngiBonz] ‘T see it’
In-ku-teex-e/ [ngriteexe] Tecook it
In-ku-Bukul-e/ [mgtiBukule] ‘T take it

To recapitulate, the Subjunctive pattern resulis from the melodic H tone directly
targeting the left edge of the verb, generally the subject prefix. Except for the cases
involving the 1 sg. subject prefix, the H doubly links to the first two moras of the verb.
As evidence from forms bearing the 1 sg. object prefix has demonstrated, the targeted
maoras could be tauto-syllabic. Forms with the 1 sg. subject prefix, on the other hand, add
an interesting dimension to the behavior of the Subjunctive, because they suggest that the
H tone actually surfaces on two separate domains; that is, after targeting the left edge of
the verb, the H tone doubles onto the initial vowel of the next domain, which is either the
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structure created when an object prefix is added 1o a stem, or just the bare stem. If this is
trug, the Subjuctive pattern can be derived by successively applying the rules in (67) and
(68), once all underlying H's have been eliminated:

(671 Melodic H Docking - 111

[ v

WORD ™" @
(68) (Subjunctive) H Doubling 1

[v I
-.l\.wr_mnI.—'K':“r
H

Thus, in forms with the | sg. subject prefix, the melodic H targets the left edge of the
verb, but because the subject prefix only consists of a nasal which is not a possible
surface anchor, it doubles onto the next domain yielding a singly linked H in ngelame "1
look up® and mbikule ‘1 take.” In forms that have both the | sg. subject prefix and an
ohject prefix, the H singly links to the initial syllable of domain “G™ (see discussion of
Final H Deletion in §2.1) to create forms like ngekalame *T look up at it” and ngiifukele
‘I take i." The H cannot double onto the stem-initial syllable because if it did, it would
be crossing two domain boundaries: i.e., that between the subject prefix and the G-
Domain, and the one between the object prefix and the stem. The reason why we do not
get double linking here is because the nasal prefix - a consonant - is not an eligible
surface H tone anchor.

In phrases, verbs selecting the subjunctive tense keep their isolation tone pattern
regardless of the tone of the next word (6%a.b):

{69} The Subjunctive in Phrases

o Toneless Verb
fa-kalam-¢ Baalosi/ [4kalame Baalosi] ‘sihe look up at witches’
fa-kalam-e Bialoosif [4kdlame Bialoosi]  “s'he look up at old women®
b. H Toned Yerb
fa-Bukul-e Baalosi/ [dBdkule Baalosi] “s/he take witches'
fa-Bukul-e Baaloosi [dBdkule Bialoosi]  “s/he take old women'

5 Residual Cases

The tenses we consider in this section do not constitute a set. Instead, each tense exhibits
a feature (or set of features) which makes it unigue. These tenses may share some
properties with the Class One, Two, and Three tenses but differ from them by a feature or
two, We begin by looking at the Remote Perfective.

5.1 The Bemote Perfective

At first glance, the Remote Perfective pattern appears to combine the properties of Class
One and Class Two tenses. However, a closer look reveals that it differs from them mn a
number of aspects. First, a H wone docks to the subject prefix in the Remote Perfective,
which is not possible in the Class One and Two patterns. Second, the Remote Perfective
has a H on the object prefix (cf. domifond *she already saw him'), which is possible in

13 % i 4 variable For the domain then e H tone doubles oo,
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the Class Two pattern (cf. alipgifiona ‘sfhe’l see him') but not in Class One (cf.
aldmuBond "s/he'll see him"), although it might be argued that its failure to a in the
Class One pattern is an effect of Meeussen's Rule within the prefix domain. g:rd. in the
Remote Perfective, Meeussen's Rule fails to delete the melodic H after the object prefix
H. As a result we find forms like damikdldmd ‘she already looked up at him,” where the
string of H's extending from the object prefix must have come from combining two
separate H tones. In Class Two, the melodic H deletes after the object prefix H. Therefore
strings involving the object prefix H and the melodic H are not possible.

Consider the data in (70):
{70} The Remote Perfective
a. Toneless Verbs
fa-a-se-a/ [dasyd] ‘s/he already ground’
la-a-Bu-se-af [daBisyd] ‘s/he already ground it
fa-a-lim-a/ [&alima] ‘s/he already cultivated”
fa-a-ku-lim-af [dakilimdi] ‘sihe already cultivated it
/a-a-kalam-a/ [dakaldma] *sthe already did look up®
la-a-mu-kalam-a/ [damikalima] ‘s/he already did look up at him®
b. H Toned Verbs
fa-a-li-af [&alya] ‘s/he already ate’
fa-a-mu-li-a' [damidlyi] *s'he already ate him®
fa-a-Bon-a/ [dalond] ‘s/he already saw’
fa-a-mu-Gon-a/ [damibond) ‘sihe already saw him'
fa-a-Bukul-a/ [daBukdla) 'sihe alre; did take’
fa-a-mu-Bukul-a’ [damuiBukala] ‘sihe already did take him/her’

5.1.1 Deriving the Remote Perfective Pattern

Apparently, the t1ense prefix -A- is H toned. This H “spreads™ onto the subject prefix, and
then delinks from its sponsor by Right Sister Delinking (12).

{71} Derivations

a. H Toned Verb b. Toneless Verb

i a-i.-ﬂclrn-a_ MHD avTinm-a__
HH B H ®

ii. a-a-fon-a LS a-a-lim-a

] e -] =)

H H H H H

:Jl.sl\-;-ﬁun-al RSD -a-lim-a

a N

H H H H

iv.a-a-Bon-a EMRE a-a-lim-a

B i (TR

H H H H H

v. dafond she saw’ SURFACE dalimad "she cultivated®

Because the tense prefix is H toned, the H tone on the object prefix H cannot spread
leftwards. As a result, the lexical H is forced to remain on the stem-initial syllable wo
remain on its sponsor, Subsequently, either the melodic H tone spreads lefiwards from the
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final syllable then triggers Reverse Meeussen’s Rule (47), or Meeussen's Rule (39) is
activated by the sequence of adjacent H tones causing stem-initial H deletion. The point
is that a H tone deletes.

5.1.2 The Remote Perfective in Phrases

In phrases, the melodic H tone, which appears as a string of H's at the right edge of the
verb in 1solation, delinks from all but its lefimost anchor, which creates a H that singly
links to stemn syllable one or two depending on the underlying tone of the verb. Consider
the forms in (72) - (75)

(72) Toneless Verb, Toneless Object

fa-a-kalam-a/ [dakdlima] “s/he already looked up”
/a-a-kalam-a Baalosif [4akdlama Baalosi]  “s/he already looked up at witches®

(73) Toneless Verb, H Toned Object
fa-a-kalam-a Bdaxasi/ [dakdlama Bdaxasi] ‘'s/he already looked up at women
{74) H Toned Verb, Toneless Object

fa-a-Bukul-a/ [daBukili] ‘s/he already took’
fa-a-Bukul-a Baalosi/ [HaBukiila Baalosi] ‘sihe already took witches'

(75) H Toned Verb, H Toned Ohject
fa-a-Bukul-a Biaxasi/ [aaBukila Baaxasi]  “sihe already took women’

£l

Mow consider what happens in verbs that are derived from shorter stems:

(76) Toneless Verb, Toneless (vhject

a.  fa-a-hm-af [dalims] “w/he already cultivated”
fa-a-lim-a liilo@a [aalima lilofa] ‘sthe already dug up soil’
b fa-a-tuem-a [Harddmei] ‘s/he already skipped’

fa-a-tunme-a liiloBa!  [daniuma liiloBa) ‘s/he already skipped soal”
{77) Toneless Yerh, H Toned Ohject
A fa-a-lim-a Biulime/  [dalima Biulime) ‘sthe already cultivated the garden’
b. /a-a-tuum-a Gidulime/ [datiuma Bdulime]  “s/he already skipped the garden’
{78) H Toned Verb, Toneless Ohject

a. Jfa-a-Bon-af |dalona) *afhe already saw’
fa-a-Bon-a Baalosy  [dafona Baalosi] *she already saw witches’
b. fa-a-teex-af [dateexd) ‘she already cooked'

fa-a-tees-a MiloBa!  [dateexa lnloBal ‘w/he already cooked soil”
(79 H Toned Verb, H Toned Object
a. [a-a-Bon-a Biaxasi/ [4aBond Biaxasi] ‘s/he already saw women’
b. fa-a-leex-a Bdaxasy’ [dateexd Biaxasi] *s/he already cooked women®
A toneless disyllabic verb exhibits two H tones before another word. One H tone docks to
the subject prefix and the other o the stem-initial syllable, whether the complement is H

toned or toneless (cf. (76; 77)). In contrast, a corresponding H toned verb alternates
between having a final H before a H toned complement ['.fs‘.ijl and no H on the final
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syllable before a toneless complement (78), The verb final H deletes in dateexa HH:}_ﬂa
‘sfe already cooked soil” because retraction does not operate in this tense,

If the subject prefix did not have a H tone, the Remote Perfective would be a Class
One tense because the melodic H, which surfaces as a sining in isolation, appears as a
singly linked H that deletes in case it is verb final and the complement is toneless. But the
Remote Perfective also shares with Class Two tenses the H tone on the object prefix,
which is not a property of the Class One pattern,

In the forms in (30) - (81), we sec the effect of placing a complement after a verb that
is in the Remote Perfective and has an object prefix. Basically, a toneless verb shows tao
H's when an object prefix is added (80; 81). The first H docks to the subject prefix while
the second forms a string that stretches from the object prefix to the end of the verb, One
might posit the object prefix as being toneless in this tense, which would mean that after
docking to the final syllable, the melodic H spreads leftwards until it hits the object
prefix. This creates a form like damdkdldmd “s'he already looked up at him." In a phrase,
the H string delinks all but its lefimost association line to yield a singly linked melodic H,
as in daruikalama lulala *s'he aslready looked up at him once.” The problem is that this
solution makes the Remote Perfective the only tense where object prefixes are toneless,

(807 Toneless Yerh, Toneless Complement

a.  dalilima ‘s/he already cultivated it (c].5)"
dalilima lulala ‘s/he already cultivated it once"
b. dakiotiimi ‘sthe already skipped it (cl.3)
dakituuma lulala ‘sthe already skipped it once’
¢, dakikdlimd ‘s/he already looked up at it
dakikalama lulala ‘s/he already looked up at it once”
(81) Toneless Verb, H Toned Complement
a. aabalima hiokali ‘sie already cultivated it a lot'
b. dakdmuma ldukali ‘s/he already skipped it a lot”
c. dakidkalama ldukali ‘she already looked up at it a lot’
(82) H Toned Verb, Toneless Object
A dakidBond ‘s/he already saw it (cl.2)"
dakdBona lulala ‘s/he already saw it once”
b. AaBdteexs ‘s/he already cooked it (cl. 14)°
daliireexa lulala ‘s/he already cooked it once”
c. daBaBulkild ‘s/he already took them (cl.2)
daBdfukila lulala *sthe already took them once’
(83) H Toned Verb, H Toned Object
a daBibond liukali *s’he already saw them a lot”
b. daBateexd liukal: ‘s/he already cooked them a lot"
¢, daBdBukila Hukali *sthe already took them a lot'

The alternative is to consider the object prefix H toned, as in all the other tenses, then
either assume that nothing happens after the lefoward spreading of the melodic H, or posit
H fusion that involves the object prefix H and the melodic H. If we take the nothing-
happens approach, we have to assume further that in phrases the melodic H deletes before
any word, But if we adopt the H fusion approach, the singly linked H that occurs in
phrases can be obtained by applying Right Sister Delinking.
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The forms invelving H toned verbs (B2; 83) reveal two things: (i) that the melodic H
triggers deletion of the stem H in the Remote Perfective as well, and (ii) that a melodic H
falling on the final syllable of a disyllabic verb gets deleted before a toneless complemem
(82a b} but is preserved before a H toned complement (83a.b).

In summary, although the Remote Perfective shares some features with Class One and
Two patterns, it differs from them because both the subject and object prefixes bear a H
tone, and the melodic H fails to delete after an object prefix H. These features justify its
being treated separately.

5.2 The Immediate (today) Past

Another tense that cannot be categorized in terms of the Class One, Two, and Three
patterns is the Immediate (today) Past, which the following examples represent:

{84) The Immediate { Today) Past
a. H Toned Verb

fa-Bukul-il-ef [aBukuule] ‘s/he took”
fa-mu-Bukul-il-ef [amiiBukuule ] ‘she took 3sg.”

b. Tonebess Verb
fa-kalam-il-ef [akalaame] *s'he looked up’
fa-mu-kalam-il-e/ [amiikalaame] ‘s/he leoked up at 3sg.”

In this tense, a H toned verb that has no object prefix surfaces without a H wone (34a),
whereas a corresponding toneless verb has the melodic H on the stem-initial syllable
(B4b). The pattern of the H toned verb is surprising, given that such a verb has at least
two underlying H tones. The H tone appearing in toneless verbs independently shows that
this tense also assigns a melodic H to a verb, which then raises a number of questions if
we assume that the melodic H tone causes deletion of the lexical stem H tone in H toned
verbs. First, does the melodic H first dock to a syllable before triggering this deletion? If
so, what syllable does it dock w7 And why does it not surface on that syllable after
causing the lexical stem H tone to delete?

In classical avtosegmental phonology, a tone cannot trigger deletion of another tone
while stll in “floating”™ status, as the rigger and target would not be adjacent, Therefore
the melodic H must dock somewhere in the verb before triggering deletion of of the
lexical stem H tone. [ assume that in this 1ense the melodic H tone first docks to the final
syllable, and then looks for the left edge of the stem, because the tense absolutely requires
that the melodic H surface on the stem-initial syllable, [ assume further that this tense
allows only one surface H tone in the stem. When the melodic H docks to the final
syllable in a H toned verb, the derived structure violates this restriction because it now
has two H tones in the stem. To correct the violation, the lexical stem H tone deletes,
while the melodic H stays on the final syllable because the stem-initial syllable is already
a lexical H tone sponsor. Subsequently, the melodic H undergoes Final H Deletion { 15).
Werbs with H toned complements probably provide the only evidence that the melodic H
docks to the verb’s final syllable (e.g. afukuwld Sdfaana ‘she took children,” areexilé
kdmdtdore “sihe cooked plantains” (cf. ateexile *sfe cooked'), etc.), although the H in
question could also be the phrasal H.

A H toned verb that has an object prefix has two lexical H tones underlyingly plus the
melodic H tone. However, only the H on the object prefix surfaces (cf. amifukuule ‘she
took him.' In such a verb, the melodic H triggers deletion of the lexical stem H tone, but
it cannot delete the H on the object prefix because the object prefix is in a domain that is
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larger than the stem, and so its H tone is not subject to the one-H-per-stem restriction.
Final H Deletion eliminates any melodic H that gets “stranded” on the final syllable.

In a tenecless verb, the melodic H finds the stem-initial syllable easily encugh, and
creates forms like akdlaame ‘sfhe looked up,’and alimile “sthe cultivated”. When an
object prefix is added, the melodic H still docks to the stem-initial syllable, but deletes by
Meeussen’s Rule (39) triggered by the object prefix H. The resultant form has H on the
ohject prefix, as in amikalaame *s'he looked up at him” and akilimile “s/he cultivated it.'

In summary, in order to explain the surface tonelessness of an underlyingly H toned
verb, we have assumed that the Immediate Past tense requires that the melodic H surface
on the stem-initial syllable or it does not surface at all. In a way, this requirement captures
the general tendency for H tones to look for an anchor to the left of some domain, 5o it is
ot entirely unusual. The tense also bans more than one H per stem, and a H that falss on
the final syllable gets deleted. These properties have already been noted with respect to
Clases One and Two. This tense does not have the option of H docking on stem syllable
two in the event that the initial syllable is unavailable.

5.3 The Remote Past Tense

The third and final tense considered residual is the Remote Past, examples of which are
presented in (B5) and (86). Note that the initial syllable is optionally long.

(B5) Toneless Verbs

a. Monosyllabic Verbs
la-a-se-af [dia)sya) ‘s/he ground”
fa-a-ku-af [ akwea] “a/he fell’

b. Disyllabic Verhs
fa-a-lim-a/ [&(a)lima] *sihe cultivated”
fa-a-tueme-al [&(aytuuma] ‘s/he skipped”

c. Polysyllabic Verhs
fa-a-kalam-a/ [&{a)kalama] 'sihe looked up”
fa-a-loleslel-af [d{aloleslela] ‘s/he stared"

(86) H Toned Verbs

2. Monosyllabic Verbs
fa-a-li-af [dfa)ya) ‘she ate’
fa-a-ri-af [dfa)rya) ‘she feared”

b. Disyllabic Verbs
fa-a-Bon-a/ [ ) Bona] ‘sihe saw”
fa-a-teex-a/ [d{aneexa) ‘she cooked”

¢. Polysyllabic Verbs
fa-a-Bukul-a/ [4fa)Bukula) ‘she ook’
fa-a-xalakil-af [Afa)xalakila) ‘sihe sentenced’

In isolation, verbs marked for the Remote Past exhibit a single H tone that docks onto

the word-initial vowel, which is the subject prefix in the forms in (85) and (86). Neither
toneless nor H toned verbs bear a H tone in the stem, giving the impression that all lexical
stem H tones delete before the melodic H docks to the word-initial syllable, as in the case
of the subjunctive (see §4).
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However, more data (cf. (87; 88)) indicates that the pattern observed in the toneless
verbs in (85) must have come from successively applying Melodic H Docking, then
Meeussen's Rule triggered by the H on the past 1ense -A- 1o delete the object prefix H.
Thus, in a monosyllabic verb, the melodic H docks to the stem-initial syllable but deletes
because the preceding object prefix has a H tone. The optional mora in the initial syllable
must be “transparent” because Meeuseen's Rule normally does not apply between H
tones that are not mora-adjacent (see forms like damifiuhild *she already ook him' from
the Remote Perfective where the object prefix H is syllable adjacent to the H on the initial
syllable yed it still surfaces).

(87) Toneless Verbs

a. Monosyllabic Verbs
Ja-a-mn-se-a/ [a(a)ymusya] ‘s ground him"
fa-a-ko-ku-a/ [a{a)kukwa)] ‘s/e fell it (cl.3)"

b. Dizyllabic Verbs
Ja-a-Bu-lim-a/ [a{a)Bulima] ‘sie cultivated it (cl. 14)"
fa-a-Bu-tuum-a/ [a{a)Butiumal] ‘sihe skipped it®

c. Polysyllabic Verbs
Ja-a-mu-kalam-a/ [a{aymukailama) ‘s looked up at ham’
Ja-a-mu-loleelel-a/ [af{aymultleslela) ‘sihe stared at him®

(83) H Toned Verbs
a. Monosyllabic Verbs

fa-a-mu-li-a/ [a(a)mulya] ‘s/he ate him'
la-a-ku-ri-a [a(a)kurya] *s/he feared it

b. Disyllabic Yerbs
fa-a-Bu-Bon-a/ [dia)Bulona) ‘s/he saw it (cl.14)"
la-a-Bu-teex-a/ [&(a)Buteexa] : “s/he cooked it"

. Polysyllabic Verbs
fa-a-mu-Bukul-af [diaymubukula) “s/he took him"
fa-a-mu-xalakil-af [&a)muxalakila) ‘s/he sentenced him®

To explain the pattern in (87), let us assume that after forcing the melodic H to be
stranded on the final syllable (87a), the object prefix H deletes by Meeussen's Rule
caused by the H on the subject prefix_'# In longer stems (7b.c), the melodic H docks on
a non-final syllable. Because Meeussen's Rule is a lefi-to-right rule, it first applies
between the subject prefix H and the object prefix H. The outpul structure has a H tone on
the subject prefix and another on the stem-initial syllable. Tll:'llc pattern in (88} remains a
mystery that I will leave for further investigation.

The isolation pattern of a verb that 15 marked for the Remote Past is preserved at phrase
level, as seen from the forms in (89) - (92). Note that the verh's tone pattern is unaffected
by the tone of the following word. Among other things, these forms show verbs selecting
the Remote Past as being generally unreceptive to “foreign” tones, incleding the phrasal
H tone. While it appears that all H tones delete from the stem, it is hard to think of a
derivational procedure that would produce this pattern, a pattern that we leave as a puzzle
that our derivational account has no immediate answer for.

14 This evidence forces a revision of the siructaral description of Mesussen's Rube by remaving the "STEM"
specification, as what is important is the fact that the iriggering H tone links to a vowel ia the prefix domain.
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(349} Toneless Verhs with Toneless Modifier
4 Monosyllabic Verbs

fa-a-se-a Buufu/ [d{a)sya Buufu] *sfhe ground flour
fa-a-ku-a kumupixal [afa)kwa kumupixa) *sihe tell a fall®

b. Disyllabic Verbs
fa-a-lim-a kumukuunda’ [afa)lima kumukuunda]  ‘shhe dug in the farm’

fa-a-tuum-a kumokoye/ [a(a)tuuma kumukoye]  ‘she skipped a rope”

<. Polysyllabic Verbs
fa-a-kalam-a mwiikuly/ [d(a)kalama mwiikulu]  “she looked into the sky”
fa-a-loleclel-a Baalosi/ ldfa)loleclela Baalosi] “s/he stared at witches’

(907 Toneless Verbs with H toned Modifier
a. Monosyllabic Verbs

la-a-se-a Baulo/ [a(a)sya Baulo] ‘sihe ground millet’
b. Disyllabic Verbs
fa-a-lim-a Baulime/ [a{a¥ima Biulime] ‘s/e dug in the garden’

c. Polysyllabic Verbs
fa-a-kalam-a miungaaki/ [a(a)kalama miungaaki] ‘she looked up’
(91} H Toned Yerbs with Toneless Muodifier
2. Monosyllabic Verbs

fa-a-li-a Buufu/ [4{a)lya Buufu] ‘she ate flour”
fa-a-ri-a kumupixa/ [&fa)rya kumunixa] ‘s/he feared a fall®

b. Disyllabic Werbs
fa-a-Bon-a kumukuunda/ [4{a)Bona kumukuunda] ‘s'he saw a farm’

fa-a-teex-a kumukoye/ [dfajeexa kumukoye] ‘ste cooked a rope’
¢. Polysyllabic Verbs

fa-a-Bukul-a Baalosi/ [&{a)Bukula Baalosi] ‘sthe took witches'

fa-a-xalakil-a Eigeeni/ [afa)xalakila Emeen) ‘s/he sentenced fish”

(92} H Toned Verbs with H Toned Modifier
a. Monosyllabic Verbs

fa-a-li-a Boolu/ [E{a)lya Biula] ‘s/he are millet®
fa-a-ri-a kdmawa/ [&{a)rya kimawa) ‘s/he feared thorns®
b. Disyllabic Verbs
fa-a-Bon-a Blulime/ [&(a)Bona Bdulime] ‘s/he saw a garden’
fa-a-teex-a kimawa/ [&{a)teexa kimawa] ‘s/he cooked thorns”
c. Polysyllabic Verbs
Ja-a-Bukul-a Bdaloosi/ [é{a)Bukula Bialoosi) ‘sthe took old women'
fa-a-xalakil-a Eixeles [a{a)xalakila Eixele] ‘s/he sentenced frogs'
& Summary and Conclusion

he rich system of tenses that 1 have described here provides a challenging yet interesting
testing ground for any theory of tones. An obvious fact is that in trying to explain the
various tonal phenomena we have witnessed, one must recognize the crucial role that
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tense plays in determining the surface tone of a verb. Three main classes of tenses have
been identified on the basis of certain shared properties both in isolation and within
phrases. Apart from these classes, we have also examined three tenses whose unigue
features demand that they be treated separately. We conclude from this that though a
unified account of the tone system of Bukusu verbs would be desirable, it would be hard
to accomplish without paying attention to the idiosyncracies of certain tenses,

We have invoked various features to determine tense affiliation in the proposed
classes. For instance, a Class One tense is identified by the following features: (i) a
toneless verb remains toneless in isolation, whereas its H toned counterpant has one H in
the prefix and another in the stem, (ii) both the lexical and melodic stem H tones “spread™
leftwards from their underlying positions, (iii) in isolation, the melodic H surfaces as a
siring of H's at the right edge, and (iv) the subject prefix is not an eligible H tone anchor,
The features that define the Class Two pattern are: (i) both toneless and H toned verbs
must have a H tone in their surface structure, (i) melodic H docks to the lefimost stem
syllable, unless it is already H toned, (iii) both the subject and tense prefixes are excluded
from possible melodic H anchors, and (iv) a prepausal H either retracts or deletes
depending on the length of the penulimate syllable. Two primary features define the
subjunctive pattern: (i) all verbs are assigned a surface ﬂ-ltcnc regardless of their
undju'!ying tone, and (1i) the melodic H is placed on the verb's initial syﬁnb[c. Lastly, the
“residual” tenses combine one or two other features with some of the characteristics of
Classes One, Two, and Three.

Besides tense, the other factors that affect a verb’s tone in most of these tenses are (1)
stem length, (ii) the verb's underlying tone, (iii) the presence or absence of an object
prefix, and (iv) whether the verb is in isolation or in the middle of a phrase.

The rules we have proposed to account for the tonal phenomena described in this
study include: (1) Melodic H Docking (different versions), (2) Leftward Spreading, (3)
(Reverse) Meeussen's Rule, (4) Right Sister Delinking, (5) Final H Deletion, and (&)
Final H Retraction. A rule like Melodic H Docking operates across different tone classes,
wheneas other rules affect a specific tense or set of tenses. An adequate theory is one that
explains the general and the specific without employing ad hoc stipulations that do not
fall out of the theory in a principled way. One undesirable tactic used extensively here is
the use of conditions, restrictions, and prohibitions to block the creation of impossible
forms that our rules are not intrinsically equipped to avoid. An adequate theory should
not allow loopholes of this nature.

The (recurrent) tendency for H tones to target certain syllables and “edges” within
very specific domains is reported in other languages (e.g. Hubbard 1992 on Runyambo,
Hyman and Byarushengo 1984 on Haya, Poletto 1995a on OluSamia, and Poletto 1995b
and this volume on Runyankore). The fact that not all tenses select the same targets, or
confine operations to the same domains, is an interesting challenge must be explained.
Therefore, it is pertinent to ask whether a constraint-based approach, some version of
Optimality Theory {e.g. Prince and Smolenksy 1993, McCarthy and Prince 1993, Cole
and Kisseberth 1994a.b.c, etc.), would fare better than our derivational account, The goal
of such a theory would be to use uniform principles to explain tone similarities and
differences between the different tenses.
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Patterns of Reduplication in Kikerewe

David Odden

1. Introduction

The principles governing reduplication have recently been subject to renewed
scrutiny within Optimality Theory under the impetus of McCarthyy & Prince 1995, Bantu
languages have provided a nch empirical domain for investigation in this area (Odden &
Odden 1985, 1996; Kivomi & Davis 1992; Mutaka & Hyman 1990 and Downing 1994,
1986, inter alii), since reduplication in Bantu languages often interacts in sometimes un-
expected ways with other aspects of the phonology. This paper investigates reduplicative
constrections in the Bantu language Kikerewe, spoken on the Ukerewe [slands in Lake
Victoria, Tanzania.

Kikerewe presents five distinct patterns of reduplication for numbers, adjectives,
nouns, as well as produective and lexical patterns for verbs, Throughout the language, re-
duplication is influenced by a common core of principles. Reduplication in Kikerewe is
complete as opposed to templatic (i.e. limited to a single CV core syllable as in intensive
formation in Agta (Healey 1960) or a CVICV foot as is the case with the Mguni languages
and Kinande (Downing 1996, Kiyomi & Davis 1992, Mutaka & Hyman 1990)). There
are two patterns of reduplicant minimality, one governing the portion of the reduplicant
which corresponds 1o the stem, and a second governing the entire reduplicant. Tones may
be excloded from the reduplicant; and finally, phonological fusion between base and re-
duplicant may result in overcopying of prefixal material, in a fashion similar to that

'Rmhﬁﬁammmwmmwmmm-mznﬁllwnmauhelnthm.tuen
Tungamza for providing the data used in this paper, and Mary Bradshaw and Robert Poleto for wselul
duscussion of isswes rased here.
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found in Kihehe (Odden & Odden 1985, 1906), Chumash (Applegate 1076, McCarthy &
Prince 1995) and Tagalog (Bloomfield 1933, McCarthy & Prince 1995).

The issue of domains arises recurrently in analysing Kikerewe reduplication, and
it will be shown that there are 8 number of subtle varations on the notion of *stem’. For
example, all forms of reduplication copy the *stem’, and there is optional deletion of v
which is initial in the “stem’: however, it turns out that the strings charactenized by these
two pretheoretical notions of *stem” are not identical.

The essence of the notion “stem” in Kikerewe — as in all Bantu languages — is
that the root and following derivational affixes define the stem. Verbs provide the greal-
est degree of flexibility in illustrating the stem, since they have the greatest morpholog-
cal resources for stem formation. The data in (1) provide examples of different stems,
indicated in bold. In these cxamples, the root -hal- is followed by any number of deriva-
tion suffixes, and ultimately by a final tense-aspect affix. In the examples below, the final
inflectional affix is -a, which is the most general of the inflectional affixes.

(1)  ku-bala o count”
ku-bal-il-a ‘1o count for’
ku-bal-isy-a 1o cavse to count’
ku-bal-an-a ‘1o count each other’
ku-bal-il-an-a ‘1o count for each other”
ku-bal-isy-aan-y-a “to cause cach other o count”
ku-bal-il-isy-nan-y-u “to cause each other to count for’

Other final affixes may be wsed in particular tenses: these include -e *subjunctive’ and
-ile *perfective’.

(2) ni-mw-bal-e  “weshould count’”  ni-tu-bal-an-& “we should count each other”
tu-hagz-ile “we counted” tu-baz-eén-2 “we counted each other’

The stem forms an essentially antonomous morphological unit, where the structure of the
stem is largely independent of the structure of the prefix domain.'

The term “stem’ will be used here to refer to the root, any derivational affixes,
and the final tense affix. It has proven useful in the analysis of Bantu languages 1o be
able to refer to the portion of the stem which excludes the final inflectional affix, so the
combination of root plus derivational extensions, excluding the final inflection, will be
referred to as the “derivational stem”, in contrast to the “inflectional stem’ which is the
full stem, incleding the final tense inflection.

’Pmp:rﬁnafﬂuﬂnummulcmberf astent with the Il morphosymtactic properties of the
~ werh, 5o for exnmple if the stem of 2 simple trnsitive verbs contains a reciprocal suffix, the subject prefix

must be plural (that is 0 say *°1 saw cach other” is disallowed, but “We saw cach other” 15 possible).
Sirmilarly, if @ verb is inflected in the perfective tense, that tense is marked by selection of approprate
prefixes as well as the perfective suffix, whach i1s contained within tbe stem. Otherwise, though, the stem
may be seen as morphologically completely independent from the prefives of a verb.
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There iz a third notion of *stem” which 15 relevant for the study of reduplication,
and that is the structure which includes the reduplicant prefix plus the stem. The term
‘extended stem” will be used to refer 10 this structure. Obviously, this structure is cru-
cially distinct from the “(inflectional) stem’ only in case a word is reduplicated: other-
wise, the extended stem and (inflectional) stem are isurnvurphic_!

&) extened stem

redupdicant

ku - bal-il-an-a - bal-il-an- =

We will further assume that in Kikerewe the reduplicant mirrors the morphological
structure of the primary stem: the reduplicant constitutes a stem domain as well, 50 re-
duplication is structurally similar to compounding. The assumption that the reduplicant
defines a stem, in some sense, is motivated by the fact that the reduplicant iself behaves
like a stem, in terms of a juncturally-defined tone rule.

A second notion which iz important for the study of reduplication is that of the
‘base’. It will be shown here that, unlike the stem, which is defined strictly by the mor-
phology, the “base’ is a morpho-phonologically based construct with more flexible
boundaries: it is, in fact, the same as the ‘Phonological Stem’ proposed in Downing
19%6. Although the base tends to correspond to the morphological stem, it is not strictly
restricted 1o the morphological stem, and its edges may be adjusted in response to pho-
nological constraints. In this sense the “base” is similar to the “phonological word”. The
phonclogical word generally corresponds to the grammatical word, but again its edges
may be adjusted slightly in response to factors such as the presence of clitics, or size-
requirements on reduplicants, inter alii.

We turn now to the reduplication constructions of Kikerewe.

2. MNumber Reduplication

Reduplication of numbers in Kikerewe straddles the boundary between word
formation — reduplication proper — and syntactic concatenation. Numbers and number

phrases are repeated in some fashion, to form the construction ‘N by W', e.g. “two by
two’. It is argued that such repetition reflects reduplication in the case of a one-word

! The extended stem is distinet from the notion of *macrostem’ — cf. Mutaka & Hyman 1990, Odden
15996, The macrostem is the extended sicm, &5 defined bere, plus an object prefic. The notion
‘mncrostem”, specifically including the object prefix, plays no apparent role in Kikerews phonology or
morphology. However, se¢ Poletio (this volume) for o case showing that ithe macrosiem is imporiam in
defining the base for reduplication in closely related Runyankors.
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number, but syntactic concatenation in the case of a multiple word number EXpression.
Examples of number reduplication and repetition are seen in (4).

4 bt 4 Cl. 3y’
5 e Rl s .2
ba-bili-ba-bili “two by twa (CL 2)

C1. 2-bwo O 3-pwn

mukaaga-mukadga ‘six by six’

ikiimi 0" co-mw’ {i'kimi’ n° dolmd  “eleven by eleven (C1. 27
Bm amd CL lene en mad Tl 1-ome

ikimi na ba-bil” iikimi na ba-bili  “teelve by twelve (C1 27
m ad Ol ltwe  Em and 1, J-rwa
bihuumbi bi-bili bihuumbi bi-bali ~ *2,000 by 2,000°

theamands CL bktwe  Gomands 1, d-ewe

The numbers “one’ through “five’ agree in noun class with their syntactic heads, an
agreement which is realized as a prefix on the number (ba-, o-). Since identification of
the number stem is important, the class agreement prefix is separated from the aumber
stem by & hyphen.

There are phonological changes in this construction found only when the number
being repeated is & single word, which argues that in such a case, true reduplication is
involved rather than syntactic doubling. If the number stem is monosyllabic (‘one’,
*four”), the final vowel of the lefimost token of the number is lengthened.

(53)  go-md ‘one (Cl, 3) gn-mid-gi-mo ‘one by one (CI. 3)'
ki-ma ‘one (Cl. 7)° ki-mao-ki-mo ‘one by one (CL 7)°
li-mé ‘one (CL 11)" Tu-moa-li-mo “one by one (CL. 11)"
kia-md “one (Cl 12)" ka-moo-ka-mo ‘one by one (CI. 12)
bé-na “four (CL 2)° ba-ndk-bi-na *four by four (CL 2)’
bi-nd ‘“four (CL. 8)° bi-naa-bi-na *four by four (C1. 8)°

There is a general prohibition against long vowels at the end of the phonological word in
Kikerewe, so lengthening here might seem to be problematic. However, if these siruc-
tures represent reduplication rather than syntactic concatenation of independent words,
such long vowels would be word-internal, hence not in violation of the constraint against
final long vowels.

The examples of (5) can be contrasted with those of (6), which involve repetition
of multiple-word number expressions. Mote that the monosyllabic stems -mo and -na do
ot undergo lengthening here.

* Al vowel hiatus in Kikerewe is resolved into a single syllable — see Odden 1993 for discussion. Un-
derlyingly, this example derives from ik ag omd ki na omo.
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(6)  makimy" aa-bili na gu-mo 21 (CL 3y
e

L berwen andl CL. Jane

makiimy' dd-bili na gu-md makimy’ 43-bili na gi-mo 21 by 21 (CL 37

magana mwéenda na bi-na ‘004 (CL 2y

bundreds  mine et CL 3-foer

magani mweenda na ba-nk magana mweenda ne ba-na  “904 by 904 (C1. 2)°
bihuumbi bi-na t4,000"

fominds 1 Soar

bilwumbi bi-na bikuumbi bi-na 4,000"

This difference in whether the vowel of a monosyllabic stem is lengthened pro-
vides one reason 1o treat single-number repetition as word formation — as reduplication
— rather that as syntactic concatenation as is the case for multiple-word numbers. The
overall target in this constrection is a structure with two occurrences of the number. This
target can be accomplished either through the syntactic means of concatenating identical
phrases, or by a word-formation process. The word-formation process is the preferred
‘strategy, but a word formation strategy is available only when a single word is involved.
With a number which is longer than a single word, the expressicn of the derived number
constrection cannol be accomplished using only the resources of morphology. Therefore,
syntactic concatenation is required for such numbers, Though a tonal difference between
multiple-word repetitions and single-word reduplication will be considered below, the
focus will henceforth be on single-word reduplications.

The next question to be addressed is what the source of this vowel lengthening
might be. As the examples in (7) show, there is 0o lengthening associated with polysyl-
labic stems.

(0 babibi-vabili “two by two (C1. 2)"
basatu-basaiu ‘three by three (CL. 2)"
binaa-bina *four by four (C1. 8
bataanu-batdanu *five by five (CL 2)"
mukaaga-mukiaaga *six by six”
MUSAANZU-TESAANED ‘seven by seven’
munaana-munaina “eight by eight”
mweenda-mwéenda ‘nine by nine’

One might assume that the stems -mo and -ng underlyingly have long vowels, and
that the long vowel in reduplicated numbers is simply retention of underlving length.
However, there is evidence that these stems do not have long vowels, and that vowel
length is generated as a result of reduplication itself, Except at the end of a phonological
word where long vowels are prohibited, a vowel is always long if it is preceded by a se-
quence composed of & consopant plus a glide. If such a sequence appears at the end of a
word, but is also followed by a clitic, then the vowel is oot at the end of the phonological
word, and therefore the word-final vowel surfaces as long.
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(8  okabina ‘yousaw'  okabd'ni-gh “who did you see’
okabisya ‘vou caught’' okabd'syaa-gh “who did vou catch?™”
énka ‘home” nka-'ki “which home?"
embwa ‘dog” mbwiai- ki “which dog?™

If the number stems -me and -pa had underlying long vowel, then one would ex-
pect a long vowel to be preserved when these numbers are followed by a clitic, But as the
data in {9} show, the vowel in these stems surfaces as short.

(%) muuniw' oo-mo'-ki “‘which one man?"
bani'-ki “which four (CL 2)7°

Vowel lengthening is therefore & result of reduplication. In meny languages, re-
duplicants are subject to a special prosodic condition of minimality: often, the redupli-
cant must be minimally bisyllabic or bimoraic (see for example Downing 1996, Kivomi
& Davis 1992, Mutaka & Hyman [990). Apparently, this augmentation of monosyllabic
stems in the reduplicant reflects a bimoraic minimality condition, Stems which are lexi-
cally bimoraic or longer naturally satisfy this reduplicant minimality condition.

There remains an imporiant point 10 acknowledge, namely that, including the
class agreement prefix, the reduplicant already contains two syllables. Considering ba-
nairt ba-na ‘four by four (CL 2)°, it should be noted that the ideal reduplicant band is
already bimoraic since it is bisyllabic, one syllable each being contributed by the agree-
ment prefix and the stem. Given that the agreement prefix is included in the reduplicant,
it becomes less obvious why the stem vowel is lengthened, This quandry can be resolved
by imposing a size condition on the portion of the reduplicant that corresponds to the
stem, whereby it must be minimally bimoraic. An allernative is 1o impose an overall size
requirement on the reduplicant to the effect that it must be longer than bimoraic.” Since
no data choose strongly between these alternatives at this point, and theoretical consid-
erations do not weigh strongly in favor of one approach over the other, further refine-
ment of the minimality condition will be suspended, and will be reconsidered after in-
vestigation of other conditions on the size of the reduplicant in other reduplication con-
structions. It will later be show that there are two minimality conditions on the redupli-
cant: it must be at least bisyllabic, and the stem portion of the reduplicant must be at least
bimoraic.

Mumeral reduplication is associated with alternation in tone as well; these alter-
nations raise questions about distinguishing the base versus reduplicant. When the num-
ber's stem containg two or more moras, the reduplicant — the leftmost token of the stem
— surfaces as foneless.

* The initial vowel ¢ is a prefix whose distribution is subject to complex symactic and semantic condi-
tioning: it is lacking in nouns modified by wh-words.

* Mote that in all numerals lacking a class agreememt prefix, such as mweenda, the stem contain three
marns,
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(10)  bibili ‘twa (CL 2)° babili-babili *two by two (CL. 2)°
basatu “three (C1. 2)" basatu-hasam “three by three (Cl. 217
bataanu *five (C1. 2)° bataanu-bataanu *five by five (Cl. 2)°
mukaaga “gin” mukaaga-mukaaga “six by six’
misaanzu ‘seven’ musaAnzu-misianze seven by seven”
munaana ‘eight’ munaana-munaana  Ceight by eight’
ikimi “ten” ikum-iikiami “ten by ten’

The lack of tone in the lefimost element supports the assumption that the reduplicam is a
prefix. A reduplicant i5 under different compulsions to be faithful to the base than the
base itself is — see MceCanthy & Prince 1994, 1995 and Odden & Odden 1996 for dis-
cussion of the emergence of unmarked structures in reduplication. There is an intrinsic
tension between the markedness constraint *H which penalizes any occurrence of a H
tone, and the faithfulness constraint Ident-10(H), which requires all underlying tones to
be realized on the surface. Since underlying H tones are generally preserved in Kikerewe,
it is apparent that Max-IO{H) dominates *H. However, the form of the reduplicant is not
determined by Max-10(H), but rather by the separale constraint Max-BR(H) which re-
quires base and reduplicant 1o have identical tones. The fact that the reduplicant appears
83 toneless then indicates that the markedness constraint *H dominates Max-BR(H).

(11) RED-ba-bili Ma-TO(H) *H Max-BR(H)
babili-babili l [ e L
bibili-babili (s i e k3

| babili-babili P b

The lack of tone in the reduplicant also distinguishes between truly reduplicated numbers
and two-word numbers such as ikimi n° 66-mw’ i'kimi' n* Go°md “eleven by eleven (CL
1), where no reduction in tone is found,

If the number has no H tone, a H tone appears on the final vowel of the redupli-
cant, as well as on the initial vowel of the base.

{12} mweendi-mwéenda ‘nine by nine"
T T W—— 1,000 by 1,000°

These H tones have an independent explanation. Al the phraszal level, when a noun is
followed by a toneless modifier, a H tone is assigned to the final vowel of the noun. This
H then spreads to the following syllable by bounded rightward spreading — singly-
linked H tones are generally prohibited in the language.

* A sequence of rwo adjacent H tones represenis & single H, linked to multiple syllables, as dictaied by a
high-mnking constraint banning singhy-linked H tones. Therefore, only two multiply linked H tones sre
present in this candidate, not fiowr,
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(13) cluguhyo ‘broken pot”
luukizaano ‘green (CI. 11)°
oluguhyo loikizaano ‘green broken pot”
Omugeni ‘stranger”
wrillslo ‘old (CL 1)"
omugeni mukokolo ‘old stranger”
chikweema ‘cudgels’
mweenda ‘nine”
ebikweema mweenda ‘nine cudgels®

While one might have expected *mweenda-mweenda and *kifuembi-kihuumbi, the ap-
pearance of final H in the reduplicant can be explained by independent factors, Without
going deeply into the details, when a stem precedes a toneless stem or word in certain
‘close” morphosyntactic contexts, a H tone is assigned to the end of the first stem, due to
a constraint referred 1o here as *Tone-Lapse. Any combination of word plus word at the
phrasal level necessarly involves the combination of a stem plus word or stem; by as-
sumption, the reduplicant has the status of ‘stem’, and is therefore also subject 1o this
juncturally-defined tone insertion.

The problematic tonal data involve tone alternations in the reduplicated form of
monosyllabic numbers. As the data below show, the numbers 1" and ‘4" have an under-
lying H in the stem, and the prepausal forms also have a H on the vowel of the prefix.
The stem-final H spreads leftward to the noun class prefix when the pumeral is
prepausal: the phrase medial form shows that the H is underlyingly on the final vowel of
the stem. Such pre-pausal leftward spreading is exceptionless: no prepausal H is ever
preceded by a toneless syllable in the language. The phrase-medial form further illus-
trates bounded rightward spreading from the stem of the number (-na, -me) 10 the under-
lyingly toneless subject prefix of the verb (-ba-, fi-). :

{14) ba-na *four (C1. 2)° ba-na ba-kabila “four got lost’
li-mi ‘one (CI. 5)° li-ma li-kalimwa ‘one was cultivated”

However, in the reduplicated form, the rightmost token of the base lacks its lexi-
cal tone. On the surface, the final vowel of the reduplicant surfaces with a H tone due to
the tone-lapse constraint.

(15) gi-md ‘one (CI. 31 EuUmOG-game “one by one {Cl. 3)
li-mid ‘one (CI. 5)' limdo-lima ‘one by one (Cl. 5)°
bé-na *four (C1. 2)" banaa-bana *four by four (C1. 2)
bi-nd *four (CL 8)’ binké-bina *four by four (CL 8)°

Given that the reduplicant is a prefix, these strectures exhibit the anomaly that the
lexical H tone of the base must delete when preceded by a reduplicant. This raises the
question of what motivates this deletion. No doubd, the presence of a single H is due to a
tendency in the langeage that there should only be one H per word, The problem is that,
as can be seen in polysyllabic numbers, the tone of the base is retained at the expense of
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that of the reduplicant. One might stipulate a constraint which bans H in a stem just in
case the stem is monosyllabic and is preceded by a reduplicant within the word, but the
motivation for such a constraint is very unclear. The question of why the base is modi-
fied in this manner will therefore be left as a problem for future research. However, 11
should also be pointed out that this problem is not isolated to Kikerewe. Javanese has &
pattern of vocalic replacement associated with reduplication (Dudas 1975, Kenstowicz
1985) where vowels of both the base and reduplicant are subject to vocalic replacement,
somewhal in an attempt to make the vocalism of base and reduplicant non-identical.
When the second vowel of the base is a, a i3 replaced by ¢ when reduplicated (assuming
that the reduplicant is a prefix); when the frst vowel is a, it is replaced by o in the re-
duplicant.

(16) wudan udan-uden “rain”
kumat kumat-kumst ‘have a relapse’
lali lola-lali *forget”
adus odas-adus ‘bathe”
salah solah-szlsh ‘make & mistake”
jaran joran-reren ‘horse”

To summarise, the following generalizations hold regarding the pattern of redu-
plication in numbers.

(11 a The class-agreement prefix is obligatorily copied: the base is defined as
the whole word.

The (prefix) reduplicant is toneless.

The final vowel in the reduplicant of a monosyllabic stem is lengthened.
The stem tone of a monosyllabic base is deleted when part of & redupli-
caled structure.

B

3. Adjectives

Reduplication of adjectives attenuates the semantic interpretation of the adjective,
viz ‘kind of big". Unlike number reduplication, adjective reduplication does not sys-
tematically include the noun class agreement prefix,

(18) mu-hddngo ‘big (CL 1)' mu-haango-haango ‘kind of big"
mu-gaga *rich (CL 1)’ mu-gaga-gaga *kind of rich®
mu-gézi *wide (Cl. 3)" mu-gazi-gazi “kind of wide’
i=bisi ‘raw (Cl. 5) i-hisi-bisi ‘kind of raw’

However, like number reduplication, the reduplicant in an adjective is toneless.
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Another property common to adjective and number reduplication s that if the
adjective stem is toneless, a8 H tone appears at the end of the reduplicant, and spreads
rightwards into the base,”

(19) mu-kokolo ‘old (CL 1)’ mu-kokolo-kékolo  'kind of old’
ba-zito ‘heavy (CL 2)° ba-zitd-zito *kind of heavy”
ki-lechi ‘all (CL T ki-leehi-léehi "kind of tall’

This results from Tone-Lapse, which forces insertion of H at the end of a stem which
precedes a toneless stem, as noted above.

Although noun class agreement prefixes are generally excluded from the redupli-
cant in adjective reduplication, in case the adjective stem is monosyllabic, the class prefix
must be copied as well. In addition, the stem vowel is lengthened.

(20) ba-bi *bad (C1. 2)' ba-bii-bi-bi *kind of bad’
bi-hyd ‘new (CL 8) bi-biyis-bi-diya *kind of new’
ti-ki “few (CL. 13) tu-kée-ti-ke “kind of few"
-t ‘young (CL 1) mu-téd-mii-to ‘kind of young'

This again raises the question whether lengthening reflects retention of underly-
ing length lost in word-final position, or length generated to satisfy a minimality condi-
tion. The diagnostic of pre-clitic length indicates that these adjectives have an underlying
short vowel, hence vowel length in (20) is in satisfaction of a minimality condition.

(21} babiki  ‘whichbsd (CL 27"
tu-ké'-ki “which few (C1. 13)7"
mu-6'ki  ‘which young (CL 1)?’

It is true that when an adjective of the form OOV is followed by a clitic, as in muwhydd'-&
“which new (Cl. 1) the final vowel of the adjective is long. However, this is a result of
the general principle that vowels are long afler consonant+glide sequences, and thus such
an example is irrelevant 1o the question of the basic length of monosyllabic stems. The
data in (21) indicate that these stems do not have underlying long vowels, since one
would expect a long vowel 10 be retained before a clitic. Therefore the lengthening seen
in (20) is the result of “bulking up® to satisfy the stem-minimality constraint on the re-
duplicant. This contrasts with prefixal overcopy, which is in response to a differem
minimality requirement, namely a bisyllabic minimum for the reduplicant as a whole,

So far, the only difference between adjective reduplication and number redupli-
cation has been that the class agreement prefix is not generally copied under adjective
reduplication, but is systematically copied under number reduplication, in order to satisfy
the bisyllabic minimality requirement of the reduplicant. Copying of the class prefix is

! Ome might alternatively see this as inserting H at the left edge of the base, which spreads 1o the lefl.
However, thens independently exists principles — the Tene Lapse constraints — which would assign H
10 & stem before o toneless stem.
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required in ancther context: just in case there is phonological fusion between stem and
prefix, the prefix must be copied. In this respect, reduphication of adjectives (and nouns,
to be discussed in the following section) in Kikerewe operates like reduplication in Ki-
hehe (Odden & Odden 1985, 1996), where there is also excepticnal overcopying of pre-
fixal material under conditions of phonological fusion between prefix and stem.

Two contexis yield phonological fusion between prefix and adjective stem. The
first 15 when the adjective stem is vowel initial; in that case, the V+V sequence anising at
the juncture between prefix and stem 15 resolved into a single syllable in conformity with
the general principles of syllable structure in the language, and when the adjective is re-
duplicated, the segmental material of the prefix is copied along with the stem syllable.

(22) mw-iila ‘hospitable (C1L.1)°  mw-iila-mw-iila ‘*kind of hospitable”
mw-aangu  ‘quick (CL 17 mw-aangd-mw-aangu ‘kind of quick”
ly-aangu ‘quick (CL 5)° ly-asngi-ly-aangu  ‘kind of quick”
k-iingi *a lot (C1. 7)' k-iingi-k-iingi ‘kind of a lot"
b-déngi ‘alot (CL 2)° b-eengi-b-cengi ‘kind of a lot*
n-iingi ‘alot (CL. 107" n-iingi-n-iingi *kind of a lot"
mw-gelu “white (CL 3)° mw-eelu-mw-gelu  “kind of white”
nn-&ha “white (CL. 9)° nn-elou-n-£ha “kind of white™

The second context involves the class 9-10 agreement prefix #-, which assimilates
in place of articulation to the following consonant (additionally causing the change of &
to p, and { 1o d).

{23) muo-hya ‘new (CI. 1) m-pyi ‘new (CL 97"
m-pyaa-m-pya ‘kind of new (CI. 9)’
mu-hadngo  ‘big (CL 1)' m-paingo *new (C1. 9)’
m-paangoo-m-paingo’ *kind of big (CL. 9)°
mu-bisi ‘raw (CL. 3)° m-hisi ‘raw (CL 9)°
m-hisii-m-hisi ‘kind of raw (CL. 9)°
omdechi  “long (CL 1) n-deehi “long (CL 9’
n-dechii-n-deehi “kind of long (C1. 9)"
mu-gifu  ‘short (CL 1)’ n-gifu (p-gifu])  ‘short (CL 9)’

n-gufuu-n-gifu ([ggufusggifu]) *kind of short (C1. 9)°

These data raise important questions about the notion of “base” and its relation 10
‘stem’ in reduplication. Much work in reduplication — for example McCarthy & Prince
1593, 1995 — tends to downplay the notion of *base’ as independent from the stricily
morphological notion *stem’. Downing 1996, however, has comrectly pointed to the need

* Geminate nasals are allowed only in utternce-initinl position; of, then erdafdd’ aély “white leopard”,
where the nasal degeminates (but transfers its mora to the preceding vowel). Thus in the reduplicated
form, the base only has a simple nasal on the surface.

¥ Except when & vowel is onsetless, 8 vowel is always long before a sequence of nasal plus consonant 1o
Kikerewe. See Odden 1993a for further discussion.
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for en independent structure Base, which is largely but not strnctly coterminous with the
stem. Such a potion of Base is necessary for characterising reduplication in Kikerewe.
Consider the shape of the reduplicant in words such as ba-bii-bd-bi, where the agreement
prefix is exceptionally copied in order to satisfy the constraint Red=a. Under a concep-
tion of reduplicative base where the ‘base’ is simply the immutable morphological
structure “stem”, it is difficult to predict the comrect form of the reduplicant. The candi-
date which best matches the reduplicant to the base defined in this way would be *ba-hij-
Bi, where the stem and reduplicant are exactly identical. The fatal flaw with this candi-
date is that the reduplicant is monosyllabic. A better candidate would be *ba-CFhi-bi or
*bi-biCF-bi, where CV represents some constant phonetic sequence, most likely w given
the phonology of the language. This candidate satisfies the reduplicant bisvllabicny
condition, at the expense of violating Dep-BR, i.e. introducing material which is not
found in the stem.

This incorrect pattern of reduplication-with-epenthesis should be compared to the
actual form ba-bii-ba-bi, where the reduplicant also containg material not found in the
stem. Parallel examples like p-bil-mi-bi ‘bad (C1. 1)’ demonstrate that the extra mate-
rial in the reduplicant is systematic: it is the syllable of the preceding prefix. The problem
is that the shape of the reduplicant is assumed to be governed by constraints governing
the relation of the reduplicant and the stem. Apart from a fixed-material augment such as
i, there would appear o be no other way 1o satisfy reduplicant minimality, shon of re-
cycling material from the stem as in *bia-bibi-bi."

A solution 10 this problem emerges once it 15 assumed that the Base is a pho-
nological constituent whose edges are not necessarily identical with those of the morpho-
logical stem (see Odden & Odden 1996 for further discussion). Whether or not this con-
stituent 15 constructed apart from reduplicated constructions remains an open guestion:
see Downing 1996, who argues for such a structure independent of reduplication. For the
purposes of this paper, the Base is called on only for reduplication. Generally, the base
and stem are identical, per the following constraints.

{24) Base-to-Stem Alignment
Align(Base, R Stem R}
Align{Base,L Stem,L)

Following Downing 1996, it is also assumed that the positioning of the reduplicant rela-
tive to the base is governed by a prosodic alignment constraint, rather than as the result
of morpheme ordering in the input.

(25)  Reduplicant-to-Base Alignment
Align{Redup, R, Base, L)

When the stem is monosyllabic, the left edge of the base must be adjusted lefi-
ward to include the agreement prefix, in order that the reduplicant — which copies the

" eucha patiern of subminimal reduplication s found in Kinande {sec Downing 1996, Mutaka & Hyman
195940},
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base — be minmimally bisyllabic. In the following tablean, the reduplicant is underlined
and the base 15 indicated in boldface.

(26) [bamepbi |Red»o | Dep- | Integrity- | RB- Min | BS-
{BE | BR" | Align | Stempap 1 Align
ba-bi-bi *| | | | :
ba-bi-bi-bi : Hid | i
ba-ha-bi-bi ibla | H i
" ba-bi-ba-bi HET 1 ba i
bachi-ba-bi ! : : " :
# | ba-bii-ba-bi : : : :

Another constraint goverming the left edge of the reduplicant is Syllable-

alignment which requires the reduplicant to be aligned with the lefi edge of a syllable.
This constraint is crucial in sccounting for the reduplicative pattern of vowel-initial stems
such as mw-iila.
{277 Syllable-Alignment: Align(Red,L,s,L)
Giiven that the base and reduplicant must be identical, any constraint which dictates the
shape of the reduplicant in effect holds of the base as well. Since the reduplicant must be
aligned on the left with a syllable, and since /mu+i/ inevitably forms a single syllable,
then the reduplicant necessarily is mrwiila. Since the reduplicant and stem are identical,
this means that nw must alsc appear in the base, even though including that material in
the base entails viclation of the constrainl requiring the base to be aligned with the lelt
edge of the stem.

(28) mu-RED-ila Ons | Syl-Align | Dep-BR | BS-Align
mw-iila-ila *1 § W
mw-iil-iila i mlw
mi—in'ﬁ-g—w—ﬂll Tm! w
| mu-iila-w-iila F m! w
ar mw-iila-mw-iila Kok W

In the examples of adjective reduplication considered so far, the reduplicant has
been toneless, just as the reduplicant in number reduplication is toneless. However, re-
duplicated adjectives have an alterative pronunciation where the lexical tone of the stem
i3 retained,

(29)  ma-bisi ima-hisi -bisi ‘raw (Cl. 6)
ovo-fila mu-fiilé’-fila *kind (CL 1"
mu-gaga mu-gaga-paga *rich (CL 1)
mi-gifu mmi-gfi'-glifa “short (CL 4)"

" This constraint requires thal every segment in the base have a unigue comespondent in the reduplicant.
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lu-hafngo  lu-hasngd-haango  hig(CL 11)°

Tu-léénga lu-lééngd'-1éénga weak (CL. 11}
bi-gizi bi-gazi-gizi “wide (C], 8)'
mu-glime  mu-gume-game *strong (CL 1)’
friu-zima mu-zimd'-zimé ‘mocd (CL 10"

Recall that H spreads rightward to a non-prepausal syllable, hence the alternation be-
tween ma-bist and ma-bisi-bisi from ma-bisi-bisi; furthermore, prepausal H spreads
leftward so that /bi-gazi/ becomes bi-gazi and /bi-gazi-gazi/ becomes bi-gazi-gizi. To
derive the variant where lexical H tone is deleted in the reduplicant (mugfiilafiia), the
constraint *H must dominate Ident-BR{H) which would otherwise force the reduplicant
to mirror any H tone found in the base, Therefore, for the variant where H tones of the
base are mirrored in the reduplicant (@ fila), the opposite ranking of these con-
SITAINIS |3 Necessary.

Although both tonal variants exist, they are nol allested with equal frequency.
Further research is needed to establish solidly which of the two tonal variants is most
frequent, hut it appears that tone-deletion is more frequent than tone-retention if the ad-
Jective has a lexical stem-initial H (thus, forms like luhaangohdango are the forms most
frequently encountered), and tone-retention is weakly more frequent than tone-retention
if the stem has an underlying H on the final syllable (hence, bi-gazi-gisi is somewhat
more common than bi-gazi-gdzi), In contrast, tone deletion in the reduplicant of numbers
is exceptionless. Finally, it should be noted that reduplicated monosyllabic adjectives
exhibit an anomalous tone pattern, a pattern also found in reduplicated monosyllabic nu-
merals. As can be seen in (200, e.g. babii-bibi, the H tone in the bese is missing, al-
though otherwise the tone of the hase is not affected by reduplication,

In summary, reduplication in adjectives exhibits the following traits.

(30) a The class agreement prefix is copied when the stem is monosyllabic.
b. The class agreement prefix is copied when it fuses phonclogically with the
stem.
o A monosyllabic stem is lengthened in the reduplicant.
d. H tone of the base optionally deletes in the reduplicant, especially if the H

tome is stem-initial.
e, The stem tone of & monosyllabic base deletes after a reduplicant.

4. MNouns

Reduplication in nouns operates according 10 principles which are nearly identical
to those found in adjectives. Since the set of nouns in the language is open, one has the
opportunity of inspecting a very wide range of phonolagical structures to see how they
aperate under reduplication. Mominal reduplication gives a noun the sense ‘a real N'. As
the examples of {31) show, the class prefix of the noun is not generally copied in a re-
duplicated poun.
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(31) o-mu-gdlé  ‘gueen’ o-mu-golé -gole “real queen’
c-mu-filme  ‘medicine man”  o-mu-fimi-"fimg ‘real medicine man’
e-ki-sweéela  “biting ant” e-ki-sweeld' -switld “real biting ant”
e-ki-kdombe  ‘cup’ e-ki-kfombe'-kdémbe  “real cup’
c-bi-miind  “scorpion’ e-bi-miina-'miina “real scorpion’
o-lu-hale *fishing pole’ a-lu-balé-"bile *real fishing pole’
o-lu-taaga  “cassava’ o-lu-taaga-tiaga “real cassava’

3

o-lu-paapild ‘paper o-lu-paapuli-pda'pila  “real paper

However, copying of the noun class prefix is sometimes allowed; such a variant occurs
rarely, and is always optional {except under phonologically well-defined circumatances).

(37 c-ki-sweeld-ki-'sweela ‘real biting ant”
o=lu-1aaga-lo-taaga “real cassava’
e-ki-gaambé-ki-gaambo “real word”

Copying of the noun class prefix is required under three circumstances — exactly
the circumstances where prefix copying is required in adjectives. First, if the noun stem
is monosyllabic, the noun class prefix must be copied.

{33} Noun Reduplicated noun Gloss
e-ki-sa e-ki-sa-ki-sa *e-ki-si-58 mercy
e-ki-me e-ki-mé-ki-me *e-ki-mé-me dew
e-ki-la e-ki-la-ki-la *e-ki-la-la yam
e-ki-na e-ki-nd"ki-nd *e_ki-ni-na fungal ringworm
o-bii-lo o-bu-16"-bi-16 *o-bu-16-16 millet
o-mi-ti a-mu-t'-mi-ti *-mu-ti-ti medicine
B-ma-ti a-ma-ti- ma-ti *3-ma-ti-ti trees
o-mu-bi o-mu-bi-'mi-bi *o-mu-bi-bi maosquito

Exceptional overcopying of the noun class prefix is required in pouns (&5 in adjectives),
in order 1o satisfy the bisyllabic minimality requirement on the reduplicant.

The second context for obligatory prefix copy is when the noun stem is vowel
initial: in that case, the class prefix fuses syllabically with the noun stem, s0 prefixal
material is reduplicated along with the other segments of the stem. This is illustrated in
(34) with combinations of nonidentical vocoikd where the first vowel in the sequence is a
high vowel: on the surface, such sequences are resolved by glide formation.

(34) Noun Underlying Reduplicated Grhnss
o-mw-0izd  fo-mu-Ged/ O-mw-00z0 -mw-Gdeh fellow
o-mw-3agazi fo-mu-agazi/ o-mw-38gaAzi-mw-Ragazi  virgin goat
o-mw-3@na  fo-mu-ana’ o-mw-2and -mw-aina child
o-lw-étmbo  fo-lu-embo/ o-lw-Eémbo-Tw-éémbo song
e-ly-eeyvo fe-li-eyod e-ly-eevi-ly-Beyo broom

o-mw-iika  fo-mu-ika’ o-mw-iika-mw-iika smoke
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o-bw-timi  Jo-bu-imi/ o-bw-timi -bw-iimi stinginess
o-bw-gongd  fo-bu-Gngd/ o-bw-nongh-bw-tango brain

The class 7 prefix eki- is subject to a further modification, since ky becomes ch.

(3%) MNoun Underlying Reduplicated Ciloss
e-ch-aalame  fe-ki-alamod e-ch-aalami-ch-aalamo funeral
ech-dila  Jeki-dla/ e-oh AR cheaaln finger
e=ch-famba /e-ki-amba/ e-ch-aamha -ch-aamba animal blood
ech-adyn e ki-aya/ e-ch-adyi -ch-ddya anger

Copying of prefixal material as resull of vowel fusion can be further illusteated
with sequences of oV, where the sequence of vowels is merged into a single non-high
vonweel.

(36] MNoun Underlying Reduplicated Giloss
a-m-Cya fa-ma-Gyil A=m=08ya-m-dya feathers
a-m-eEnd  fa-ma-ing/ a-m-Eénd -m-&éno teeth

Finally, sequences of identical vowels merge inlo a single long vowel, and pre-
fixal copying is also found here,

{37y MNoun Underkying Reduplicated Giloss
a-b-aana ‘a-ba-anal a-b-adna'-b-dna children
e-k-iibo Fe-Ki-hal e-k-tibo-k-iibo hasker
e-h-1ibo Fe-bi-ibof e-h-libo=h-iibo baskets
e-l-iino Je=li-ino¥ e-l-iind-l-ino tooth
g-m-adlwa  /a-ma-alwil a-m-aalwi -m-ailwi beer
i-m-aani /a-ma-antf a-m-Aani -m-ini sirength

The third context where there iz prefix copying is when the noun appears in
classes 9 or 10, which are characterized by the class prefix -n-. Monosyllabic noun stems
in class 9-10 systematically require the nown class prefix n- 10 be copied.

{38} Noun  Reduplication with copy Reduplication without copy Gloss

r . réf ' aal a

E=M=ZW] =[=ZW]l =[=ZW1 *'.'.-J'.I-Z‘Pl'!l!-ZWI knee
3 = £ % e

e-n-da  e-n-dag’-n-da *c-n-daa -da Touse

There is a strong tendency for there to be overcopy of the noun class prefix with longer
stems in classes % and 10,

(3% Noun Reduoplicated noun Gloss
e-n-zika e-n-20kaf -n-zdka snake
e-n-dali e-n-dulii’-n-dili leopard
e-m-bazu e-m-hozii-m-hazn catfish

e-m-pilyi e-m-pilyad -m-pilya mmey
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e-n-gihe
e-n-chipa

e-n-gibee-n-gabe
e-n-chiipaa-n-chipa

sitatunga

bottle
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Unlike the situation with sub-minimal monosyllabic stems or vowel initial stems where
copying of the prefix is obligatory, copying of an assimilated pasal prefix in pouns of
classes 9 and 10 is optiopal. This optionality can be distinguished from the existing op-
tion inherent in all noun reduplication that the prefix may be copied. Whereas copying of
the class prefix with VCV- prefixes added 1o CVX nouns is a rarely exercized oplion,
Sfailure to copy the prefix n is a rarely exercized option.

(40} Marked Reduplication

without prefix copy
e-m-bebia-béba
e-m-buunja’-bidnja
e-m-bozi-bieu

Reduplication

with prefix copy
e-m-bebaa-m-béba
e-m-buunjii’-m-biinji
e-m-boziii-m-bazm

Gloss

ral
Jigger
catfish

The wnology of reduplicated nouns is at least partially similar to that of redupli-
cated adjectives and numbers. If the noun stem 15 underlyingly toneless, a H tone appears
on the final vowel of the reduplicant, and it spreads to the right by one syllable, a pattern

previously seen with adjectives and numbers.

{41} MNoun
a-ka-hooliimo
e-kaluumbesta
e-ki-gaambo
e-bi-susano
i-biingo
i-bogomelo
i-huna
kanamuunsaambwa
o-bu-lagalika
o-bu-lemo
o-lu-gela
o-mu-buuki

Reduplicated noun

a-ka-hooliimo-hodliimo
e-kaluumbeeta-kaluumbeeta

e-ki-gaambo-gaambo
e-hi-susand-sisan

i-biingd-biingo

i-bogomeld-bogomelo

i-huna-hina

kanamuunsaambwa-kanamuunsaambwa

o-bu-lagalika-lagalika

o-bu-lemo-lemo
o=lu-gela-gela

o-mu-buuki-biuki

Gloss

chorus
rumpet

word

photos
elephant grass
waterfall

owl

skunk

type of dance
war

basket tool
fisherman

Another tonal similarity between nouns and adjectives (bul not numbers) is that
nouns optionally retain the tones of the base in the reduplicant, as many of the previous

examples have shown, and as illustrated in (42),

(42) MNoun
O=friu-gilé
o-mu-fiimu
o-lu-paapila
o-mw-lika
a-m-0aya
e-n-Chipa

Underlying form
o=mu-gole
o-mu-fimue
o=lu-paapula
o-mu-ika
a-ma-oya
e-n-chiipa

Reduplicated noun

o-mu-golé-gilé

o-mu-fimi' -fiimu

o-lu-paapula-pad pila
o-mrw-iika-mw-1ika
a-m-Oaya'-m-Odya
e-n-chipaa'-n-chiipa

Gloss
queen
doctor
paper
smoke
feathers
bottle
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The examples in (42) are 1o be contrasted with those below, where the reduplicant

may surface as toneless.

(43} MNoun Reduplicated noun Ciloss
e-n-e0ka e-n-zokaa-n-zoka snake
e-ki-laato e-ki-laato-ladto shoe
e-ki-kdombe e-ki-koombe-kidmbe cup
e-ki-sisi e-ki-susi-sisi calabash
o-lu-béale o-lu-hale-hile fishning pole
o=lu-labyo o=lu-labyo-labyo lightening
o-mu-Ffiamu o-mu-fumu-fiamu medicine man
o=-lw-¢embo o-=lw-eembo-lw-EEmbo S0Ng
e-ki-nalinazyo e-ki-nalanaryo-nalanazyo punishment
o-mw-Rigazi o-mw-aagazi-mw-aagazi virgin goat
e-ki-tuingulu e-ki-tuungulu-tiingilu omion
e-ki-bilati e-ki-biliti-bilini matches
e-n-gulibe e-n-gulube-n-galobe pig

Thus, tone deletion in the reduplicant of nouns is optional as it is with adjectives. Also
similar to the pattern of adjectives, a lexical H i3 more likely to be deleted if the H is
stem initial.

There is one striking difference between the treatment of nominal reduplicants
and the treatment of adjectival reduplicants. Whereas the final vowel of 2 monosyllabic
reduplicant lengthens to satisfy sterm-minimality (cf. one-bii-mi-bi “kind of bad (C1. 1)°,
there is no such lengthening in monosyllabic noun stems.

{44) a-mi-th a-ma-ta'-mi-ta ‘milk’
e-ki-hd e-ki-ba '-ki-ba “bundle’
e-ki-na e-ki-nd "-ki-na ‘fungal dngworm’
e-ka-la e-ki-la-ld-1a *yam’
e-ki-me e-ki-mé-ki-me ‘dew”
a-ma-ti a-ma-ti -ma-ii “trees”
f-ma-ni A-Ma-ni-mi-ni “liver”
o-hii-1d o-bi-ta'-bii-ta “bow”

The lack of a final long vowel in a8 monosyllabic reduplicated poun stem might
seem o indicate that the minimality constraint on stems in reduplicants only holds for
numbers and adjectives. Further evidence argues that the lack of final long vowels in
nouns is due 1o an independent factor, namely that the reduplicant in nouns must define a
phonological word (and therefore a long vowel cannot appear at the end of the redupli-
cant). We have previpusly noted that vowels are always long within the phonological
word when preceded by a sequence of consonant plus glide. When followed by a clitic, a
vowel at the end of the morphological word will always be long when preceded by a
C+G sequence, as observed in (8); further confirmation of this fact is seen in (45).
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(45)  o-mu-hy6é-ki “which knife?”
a-ku-twii-ki *which ear?"
a-ma-hwaa-ki *which thorns?
e-ki-swaa-ki *which anthill?"
olu-1a"byad-ki *which lightning?”
i-git' Fvii-ki ‘which bone?"
i-huuswa'-ki “which feather headdress?

As the data of (46) show, the reduplicant of these same stems nevertheless has a surface
short vowel.

(46) o-mu-hyd'-mi-hyd “knife”
o-ku-twi' ki-twi ‘ear'
a-ma-hwa-ma-hwa *thorns”
e-ki-gwi-ki-swa *anthill®
olu-libys'-libyo “lightning”
i-gifwa -gifwa “bane’
i-huuswi -hiliswa *feather headdress'

Since a short vowel after a C+0 sequence is otherwise found only in word-final position
(where long vowels are systematically prohibited), the short vowel at the end of a noun
reduplicant can be handled by postulating that the reduplicant in & noun must be aligned
al its right edge with a phonological word.

(47} Red-Word Alignment: Align{Red{noun), R, Pword-R)

Consequently, reduplicated nouns and adjectives have different prosodic structures. Since
(47} 15 undominated, noun reduplicants behave as though they are word-final and there-
fore cannot have a long vml.u whereas the reduplicant in an adjective behaves as
though it is word-medial and therefore may have a long vowel,

(48) s I
o-mu-hyo mu-hyo mi-hyaa mu-hya
‘real knife’ ‘kind of new (C1. 3)"

Reduplicated nouns have thus been seen to observe the following principles.

7 Word final long vowels are actually permined. Vowels are always long before a sequence of & nasal
plus & consonant, and since this lengthening is found &t the phrasal level, one encounters word-final long
vowels for example in erdaliag adéeki *1all leopard’. Lengihening before NC is also found in reduplica-
tion, hence there is a long vowel At the end of the reduplicant in enchiped-nchipa “bonle’.
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(49 a Prefixes are copied to satisfy the bisyllabic reduplicant minimality condi-
Hon.
i Prefixes are copied when phonologically fused with the stem,
. The reduplicant ends a phonological word.
d. Underlying H is optionally retained in the reduplicant.

5. Verbs

The fourth category of reduplication in Kikerewe is productive verbal reduplica-
tion. Such reduplication gives the verb the added connotation of action being done here
and there, often without appropriate care. The following data from the infinitive illustrate
basic examples of such reduplication.

(507 ku-lima ‘o cultivate”
ku-lima-lima ‘o cultivate haphazardly "
ku-hiba “to plant’
ku-hiba-biba “to plant here and there’
ku-kalaanga ‘to fry’
ku-kalaanga-kalaznga “to fry any old way'

In fact, there are two freely-varying strategies for reduplicating verbs, the full-copy van-
ant and the asymmetrical-copy variant. We will begin with consideration of the full-copy
variant.

53.1. Full Copy

In adjectives and nouns, reduplication preferentially excludes prefixal material,
but copying of a prefix can be forced if there is phonological fusion between the prefix
and stem, or when the stem 15 monosyllabic. In contrast to the situation with adjectives
and nouns, verbal reduplication never allows copying of prefixal material. For example,
the | sg. verbal subject prefix is n-, which assimilates 10 the following consonant just as
the class 9-10 nominal prefix n- does. Unlike the nominal prefix, the subject and object
prefixes n- do not overcopy under reduplication.

(510 n-leeka-tééka ‘I cook a bit"
n-dima-lima *1 cultivate a bit”
m-pabuula-habiila “1 advise here and there"
n-dimile-limile *I cultivated a bit (yest.)”
n-kalaangile-kalaangile “1 fried off &nd on (yest.)"
kuu-n-teckela-teckela “to fry for me a bit’

Mo verb stems are underlyingly vowel initial, however, stems with initial y op-
tionally delete that y after a vowel.” The surface cutcome is that the initial stem vowel

2 Another possibility for analysing this altemation is that these stems are underlyingly vowel-nitial, and
¥ is optionally epenthesized i order 1o avoid violation of the Cmsei consimint. There is no contrast in
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and the vowel of the preceding prefix merge into & single syllable. Despite this syllable
fusion, there is no copying of the prefix.

(52) lku-yata-yata kow-aata-yata ‘to cut sloppily”
tu-yaangile-yaangile tw-gangile-yaangilé  ‘we disagreed somewhat’
ba-yeta-yita b-ceta-yiia “they call here and there’
tu-yeenda-yeénda tw-eenda-veendi “we kind of like'
tu-ka-yinika-yinika tu-k-2énika-yinika ‘we soaked a bit”
wa-yilikile-yilukile w-gelikile-yilukile *you sg. chased about”

wa-ti-yilukile-yilukile wa-tw-illikile-yilukile “you sg. chased us about’

The third context where one might expect prefix copying, based on non-verbal
patterns of reduplication, would be when the verb stem 15 monosyllabic. The following
examples show that although the vowel of the reduplicant is long (presumably in satis-
faction of a minimality requirement), the preceding prefix is not copied.

(53) lu-gwa “to fall’ bu-gwas-gwa “to fall about”
ku-sya 1o prind” ku-syaa-sya “to grind here and there’
ku-gu-sya  “to gnnd it ku-gru-syaa-sya “to grind it here and 1here’
a-ka-za ‘he went’ a-ka-zaa-za ‘he went about’
ba-léa-ha  ‘they will give’ ba-laa-haa-ha ‘they will give some’
a-ka-ti-hd  ‘he gaveus’  a-ka-ti-hia-ha *he gave us a bit’

Lack of prefixal overcopy when there 15 phonological fusion between stem and
prefix indicates that respect for morphological alignment of the base and the stem is of
highest priority in verbs, whereas in nouns and adjectives, the structure of the base is
adjusted so that the base and reduplicant are both identical and left-aligned with a sylla-
ble. The failure 1o overcopy prefixal material where the stem is subminimal can also be
explained by appeal to a strict exclusion of prefixal material from the base in verb redu-
plication, though it may also be that there simply is no bisyllabicity requirement for re-
duplicated verbs: at any rate, there is at this point no overt evidence for such a condition
in verbs (bul see the discussion of asymmetrical reduplication where such evidence will
be considered).

As before, it is necessary to consider the question of wentifying the base versus
the reduplicant. Previously, two considerations have been called on o distinguish base
and reduplicant — reduplicants are or may be rendered toneless, and the vowel of a
monosyllabic stem is lengthened in the reduplicant. The data in (53) would appear to
support the claim that the reduplicant is a prefix, since the lefthand token of the stem has
a long vowel, However, counterbalancing this consideration is the fact that monosyllabic
verb roods are generally associated with special length properties. The suffixes for the
applied, causative and reciprocal forms of the verb begin with underlyingly short vowels,
as indicated in (54).

Kikerews hetween y-juijial siems and vowel-initial spemns, o the analysis of these aliemation could go
citlser way.
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(34)  ku-bon-a o see
ku-hon-el-a “to see for’
ku-bon-esy-a “lo cause o see’
ku-hon-an-a ‘to see each other'

When preceded by a verb root of the form C(G), these suffixes have long vowels.

{55) ku-mwa "o shave’
ku-myw-aan-a ‘to shave each ather’
ku-mw-eel-a ‘1o shave for’
ku-mrw-eesy-a ‘to cause fo chave'
ku-h-a ‘I give’
hu-h-gésya “to cause to give'
ku-h-aan-a “tor give each other”
Jeii=t-a ‘t release”
ku-1-adn-a “to releaze each other’

Hence the lengthening found in the reduplicant of a monosyllabic verb may reflect this
special property of this class of roots, rather than reflecting a minimality constraint on the
reduplicant. Other evidence will be considered later which gives stronger suppont to the
existence of a bisyllabic minimality condition as well as & bimoraic stem minimality
condition.

Snill, the disiribution of long vowels at the end of the reduplicant does provide
some information bearing on the minimality issue. Given that a monosyllabic reduplicant
ends in & long vowel, this would suggest that the reduplicant is not at the edge of a pho-
nological word. However, consider the following examples of reduplication in verbs
which end in a consonant-plus-glide sequence,

(56) ku-hal-w-a-bal-w-a ‘10 be counted”
ku-bésy-z-hasy-a “to catch”
ku-chéélélelw-a-cheelelehw-a “to be late’
ku-gelezy-a-gelexy-a “to sprinkle’
ku-yebw-a-yebw-a ‘i Forget’

Although the reduplicanm ends in a sequence of consonant plus glide — a context where
vowels always surface as long — the reduplicant ends in a shont vowel. It cannot simply
be the case that these verb stems are exceptions 1o this otherwise exceptionless generali-
zalion regarding vowel length; as (57} shows, the final vowel is in fact long when it is
followed by a clitic.

(57)  ku-bal-w-ai-yd “to be counted there”
ku-hd'sy-aa-ga “to catch who?”
ku-chéelelelw-aa-ha ‘to be late a bit*

ku-gelezy-aa-ki “to sprinkle what?’
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Such data argue that the reduplicant in verbs must end a phonological word, yet the data
from monosyllabic stems argues, on the contrary, that the last vowel of a reduplicant
cannot be at the end of a phonological word.

These contradictions can be understood if a bisyllabic minimality condition is as-
sumed for the reduplicant. Two constraints are relevant in implementing the minimality
condition for verbal reduplication.

(38) Red=Pword (Align(Red,R,Pword R Align{Red,L,Pword,LY)
Pword > o

When the reduplicant is bisyllabic or longer, these constraints force the reduplicant w0
end a phonological word, which thus precludes long vowels at the end of the reduplicant
(phonological words are enclosed in brackets).

(59) lu-RED-balwa Pword >a | Red=Pword 'WE *CGV
| ku-[balwa]-[balwa] e
ku-[balwa-balwa] = -
ku-[balwaa-halwa] *1 i
ku-[balwaa]-| halwa] " .

Omn the other hand, with a monosyllabic root, the reduplicant cannot form a phonological
word, hence no constraint prohibits a long vowel &t the end of the reduplicant.

(60} ku-BED-gwa Pword > | Red=Pword | *VV]ew | *CGV
ku- ﬁwnn-lgwa] il g P
ku-[gwa]-{gwa] = il

> | ku-|gwaa-gwa] " *

ku-[gwa-gwa] * i

It was noted above in connection with examples like amulryé'mﬁﬁyﬁ “a real knife”
that the nominal reduplicant ends a phonological word — this same conclusion has just
been argued for in the case of verbs. However, there 15 a substantial empirical difference
between nouns and verbs with respect to final vowel length, and that is that the redupli-
cant of a poun never exhibits final vowel length, even when monosyllabic. This differ-
ence between nouns and verbs is actually a side-effect of a more basic dilference between
nouns and verbs, Whereas the reduplicant of a noun can include a prefixal syllable in or-
der to satisfy the reduplicant minimality condition, this is disallowed in verbs. From this
fact, it follows that nouns actually can satisly the minimality condition on reduplicants,
which is mediated through phonological word constituency, and therefore a noun redu-
plicant always forms a phonological word. Since verbs cannot recruit prefixal material 1o
salisfy the minimality condition, the alternative selected is that the reduplicant cannot
define a phonological word just in case it is monosyllabic.
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(nal (418 GOEs hotmme 10 Clarty w l“ ]l 4

Consider the data in (61}, drawn from the infinitive, hodiemnal perfective, and remote
past tense, It will be noticed that lexically I toned verbs manifest the H tone on the left-
most oken of the stem, which has been identified as the reduplicant.

(61} a Tuoneless verbs
ku-hala ku-bala-hala “to count’
twan-bazile twaa-baxile-barile  “we counted (today)”
aka-bala aka-bala-hala ‘he counted (Tem. )’
Tn. H toned verbs
ku-hala ku-bila-bala “to kick”
twan-bazile twaa-bazile-bazile  “we kicked (today)’
aka-bala aka-bala-hala ‘he kicked (rem.)

Such examples might be laken io indicate that reduplication is suffixal in verbs. How-
ever, further investigation into verbal tonology indicates that the location of tone in the
verb does not distinguish between the hypothesis of prefixing versus sulfixing reduplica-
tic.

There are no significant restrictions on the location of H tone in nouns and adjec-
tives, apart from the fact that there is at most & single H. In verbs, on the other hand, the
location of tone is highly constrained. Tense-aspect categories can be divided into four
groups, with respect to where fones appear within the stem — see Odden (1995b) for
further discussion. The simplest and most common group has the so-called hase fone
pattern; in the base pattern, toneless verbs remain toneless and H toned verbs have a H on
the first syllable of the stem. Further illustrations of the base tone patiern, as seen in (61},
drawn from the infinitive, are seen below,

(62)  ku-bibika ‘to border on’ ku-bénekana “to appear”
ku-bifhililwa  “to be engry” ku-bodhoota *to babble’
ku-bigaangana  ‘to meet’ kucheelelelwa  “to be laie’

ku-gidngobola  “to peel banana stem’  ku-hééndagula “to break’
ko-hdlocloka  ‘io bein low spirits®  ku-naalaambula  “1o scatter”

Mo verb stem in the base pattern has H associated with any syllable other than the initial
syllable (from which position it spreads one syllable to the right); thus tones in verbs are
subject to a high-ranking constraint requiring H to be aligned with the left edge of the
stem. [t has been assumed here that the stem and reduplicant are joined into a single
structure referred to as the extended stem: the extended stem is the domain within which
verbal tone is assigned, Therefore the appesrance of H in the reduplicant and its lack in
the base is of no consequence for identifying the base versus the reduplicant, The high-
ranking constraints governing the position of tone in verbs simply override the constraint
*H which otherwise would result in & toneless reduplicant.
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In other tenses, a melodic H tone is added 1o all stems. In tenses such as the re-
mile past relative and the hesternal past, this H is assigned to the final syllable {where it
spreads to the preceding syllable if the verh is prepausal, due to general prepausal lefi-
ward H spread). When the verb is reduplicated, H appears on the absolute word-final
syllable, i.c. at the end of the extended stem."

“1o count”
‘T counted {yest)
‘they who counted (rem.)"

(63)  ku-bala ku-bala-bala
m-bazile m-bazile-bazile
ahaa-bazile  sbas-bazile-bazle

ku-biba ku-bibd-hiba ‘to plant”
m-hibilé m-hibile-hibilz ‘1 planted (yest)"
abaa-bibile  abaa-bibile-bibile ‘they who planted (rem. )"

In the near future tense, where a melodic H is assigned to the penultimate syllable, that H
appears on the penult of the entire verb.

(64)  balaa-balilina
balaa-hibilana

halaa-balilana-balilana
balaa-hibilana-hibilana

‘they will count for each other’
“they will plant for each other”

Thus H tone in verba is not systematically excluded from the nghtmost stem-like portion
of the verb; again, this is due to the fact that the positicning of H tone in verbs is gov-
emed by high-ranking constraints, which override the tendency of reduplicants to be
toneless. Consequently, the position of tone cannot be called on to decide whether redu-
plication in verbs is prefixing or suffixing.

One further phonological matter must be attended to before the analysis of full-
copy reduplication is complete. [t was noted in (52) that stem initial ¥ optionally deletes
when it is intervocalic. While initial v in the reduplicant may delete in this position, v in
the base cannot delete.

(65) lku-ydinga-yeaanga kow-aéngéa-yaanga ‘deny’
*ku-yaang-aanga *kw-aang-aanga
ku-yata-yata kow-Rita-yata “eut’

*ku-yat-aata *kw-hil-aata

ku-yitmba-yeemba kw-cemba-yeemba sing”
*ku-yéémb-gemba *kw-eémb-éemba

ku-yelesla-yelesla kw-eeleela-yeleela “float’
*ku-yeleel-eeleela *kw-eeleel-eeleela

ku-yilika-yiluka kew-nlika-yiluka ‘run away”
*ku-yiliik-eeluka *low-tilitk-eeluka

ku-yomi-yoma kw-00mé-yoma ‘be dry”
*ku-yom-Homa *kw-00m-0oma

"lﬂpcpnalpmiﬁon,dﬁ;ﬁml H must spread 1o the preceding syllable, as noted above.
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This restriction follows from the assumed morphological structure of the verb, in particu-
lar the assumption that the reduplicant and stem join together in forming the extended
stemn, in conjunction with independently motivated principles regarding deletion of v,
Deletion of v is not freely available in all positions. While ¥ has a rather restricted distri-
bution, appearing most frequently at the beginning of the stem, p alse appears in stem-
medial position. In that position, v never deletes,'

{66)  ku-boya *ki-bw-it “fight”
ku-gaya *ki-g- *despise’
ku-gay-an-a *ku-g-aan-a ‘despise each other”
ku-geva *ku-gy-a ‘gpeak ill”
kw-oya *low-a “take a break’
ku-saaya *hu-5-3 ‘et angry”

Deletion of y must therefore be restricted to ‘initial” position — specifically, initial posi-
tion within the extended stem, which is the constituent containing bath the base and re-
duplicant. Since only the initial p of the reduplicant is in that position, it alone is in the
proper position for deletion.

3.2, Asymmetrical Copy

Consideration of the asymmetric pattern of reduplication does yield clear evi-
dence that the reduplicant is a prefix in verbs. In previous examples of verb reduplica-
tion, every element present in the base appears in the reduplicant. Additionally, there is a
freely available phonological variant of reduplication which is realized by partially
copying elements from the base into the reduplicant. One of these optional veriations in
the pattern of reduplication selects all elements from the base except for the final tense-
aspect morpheme. The data in (67) exemplify this pattern, and are drawn from the sub-
Jjumctive, which has the structure derivational stem+e, where -2 marks the subjunctive. In
the asymmetrical reduplication pattern, the subjunclive tense-aspect morpheme - is ool
copied, and the default final sullix -a is used instead (at least for these examples).

(671 Base form Asymmetrical Symmetrical
reduplicant reduplicant
ni-tu-lim-¢  pi-tu-lim-a-lim-& tii-tu-lim-e-lim-& ‘we should coltivate”

neo-hahiil-£ noo-habuul-a-habiil-¢ noo-habuel-e-habidl-& *you should advise
ni-ba-tafin-¢ ni-ba-tatun-a-tafin-é¢ ni-ba-tafun-c-tafim-&  “they should chew’

Whereas the lefimost token of the stem, the reduplicant, may manifest this less
miarked morphological structure, the rightmost token, the base, must be inflected with the
subjunctive suffix, If the reduplicant is a prefix, the conditions for non-occurrence of the

¥ Deletion of j in non-stem initlal positen would resull m guite radical reduction of the verb siem. Sim-
ple debetion for example ku-Fey-a <+ ku-fd-o would be impossible, since the language allows no vowel
sequences, Instead, the vocalic elements metge into 8 single long syllable, However, long vowels are
prohibited word-finally, so deletion of v in -bdva would inevitably lesd te *-bwi
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subjunctive affix can be stated locally, as a property of the reduplicant. If the reduplicant
were a suffix, it would be more difficult to state the conditions under which - may be
excluded from the base, namely when the base is followed by a reduplicant.

(68) *ni-tu-lim-e-lim-a
*noo-habuul-e-habiil-a
*ni-ba-tafun-e-tafin-a

Another manifestation of asymmetric reduplication is that derivational extensions
such as the applicative suffix -il-, the cauzative -Is_}'-'ﬁ and the reciprocal suffix -an- may
be ignored in copying. Thus, the asymmetrical reduplicants in (69) reflect only the verb
oo,

(6%)  ku-bon-an-a-bon-an-a ku-bon-a-bon-an-a
‘1o see each other’
ku-yeemb-él-a-yeemb-¢l-a ku-yéémb-a-yeemb-el-a
‘1o sing for"
ku-kam-isya-kam-isy-a ku-kim-a-kam-isy-a
“to cause to milk”
ku-hakil-il-an-a-hakul-il-an-a ku-hikill-g-hakul-il-an-a
‘to take out for each other”
ku-lim-il-an-a-lim-il-an-a ku-lim-a-lim-il-an-a

“to cultivate for each other”

Interestingly, partial reduplication of a stem which contains two or more derivational
suffixes may copy a contiguous sequence of such suffixes which follow the root. Dis-
continuous copying from the derivational stem is disallowed.

(70 ku-lim-il-a-lim-il-an-a “to cultivate for each other”
*ku-lim-an-a-lim-il-an-a

It can be shown that the contiguity constraint must be stated in terms of the deri-
vational stem, not the entire inflectional stem. The relevant evidence involves verbs in
the subjunctive tense, where the stem contains derivational affixes. As (71) shows, an
asymmetrical reduplicant may select a subset of the derivational affixes of the base fol-
lowed by the final affix -a, or the reduplicant can be composed of the bare root plus the
subjunctive affix -e.

(71} nee-kam-a-kKim-w-g ‘they should be milked”
nee-kam-w-a-kam-w-¢ =
nee-kam-e-kam-w-& -

¥ These suffixes have the vowel-harmsonie variants -ef- and -exp- after mid vowels
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"
ni-ba-kam-a-kam-isy-¢ ‘they should canse to milk’
ni-ba-kam-isy-a-kam-isy-& =
ni-ba-kam-e-kam-izy-¢ =
ni-ba-lim-a-lim-il-an-& “they should cultivate for each other’

ni-ba-lim-il-a-lim-il-an-& =
ni-ba-lim-il-an-g-lim-il-an-& -
ni-ba-lim-e-lim-il-2n-¢ =
ni-ba-lim-il-e-lim-il-an-& -

It should be pointed out that the three most common patterns are either total reduplica-
tion, reduplication of just the root followed by -a, and reduplication of the root followed
by -, forms such as ni-ba-fim-il-g-{im-fl-gn-¢ are not as strongly accepted. Neventheless,
such forms are ultimately acceptable, in contrast to completely ill-formed examples such
as *ku-limana-limilana with discontinuous copying within the derivational stem.

The requirement that the reduplicant be a contiguous subpart of the denivational
stem will be enforced by the following constraint.

(72) Redup-Contig: The reduplicant must correspond to a contiguous substring of the
derivational stem.

Another restriction on partial copying of the base is that entire morphemes must
be copied. Thus the following patterns where only parts of a stem or affix are redupli-
cated are excluded.

(73)  *ku-kala-kalaanga “ta fry”
*ku-hibi-bibika ‘1o border”
*ku-hétzi-heezula ‘blow off (of roof)”
*ku-héléélu-heleeluka ‘be last’
*ku-heles-heleeluka ‘be last
*ku-bali-bal-il-a ‘1o count for'
*ku-halis-a-bal-isy-a ‘to cause o count”

The Morpheme Integrity constraint guarantecs that partisl copying of morphemes 15
blocked (see Mutaka & Hyman 1990

(74) Morpheme Integrity: the segment at the edge of the d-stem in the reduplicant
must have & cormespondent at the edge of the morpheme in the base

Constraints (72) and (74) thus account for the ability to select a subset of the
derivational stem, but so far we have no sccount of the fact that the final tense aspect
morpheme may vary between -a and -e, the latter being expected on morphological
grounds. The fact that the reduplicant terminates with the vowel -a is consistent with the
fact that Kikerewe tolerates no coda consonants. The precise selection of -g over all ather
vowels reflects a constraint requiring the reduplicant to have the appearance of a
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‘canonical stem” — see Downing 1994 for discussion. Except in marked circumstances,
namely in the subjunctive and perfective, all verb stems end in the vowel -a, & morpheme
which has noe semantic contributicn and which simply indicates that the form in question
iz & verb. There iz no independent evidence that @ 18 a phonological “default vowel”.
Coengideration of the pattern of epenthesis in loanwords suggests that ¢ is actually the
vowel inserted to repair illicit consonant sequences. Loanword evidence must be used
with caution, since it is not always clear what the immediate source of loanwords in Kik-
erewe 15, In particular, it is probable that all apparently current loanwords from English
actually derive via Swahili (which also resolves codas and onset clusters by vocalic
cpenthesis). However, there are loanwords, especially ones introduces by French-
speaking missionaries, which did not enter Kikerewe via Swahili. Particularly indicative
are personal names such as Swmedalidi “Sumard’, Maliseeli “Marcel’, Malifo “Marc”,””
where the epenthetic vowel 15 7.

A complete analysis of this variation in the selection of the final inflectional afTix
will not be undertaken here, since it would involved many issues which are tangential to
the present paper. It will simply be assumed that there are competing requirements for
the inflectional suffix within the reduplicant — either that it be -g-, or that it be the
tense-aspect appropriate suffix -e — and that by allowing either strategy 10 be followed,
the existing range of variation in forms s accounted for.

Another example of asymmetrical reduplication involves the perfective form of
the stem. The perfective stem involves 2 morpheme which may be abstractly represented
as =ile, and which haz a number of surface variants, Since the interaction between perfec-
tive stem-formation end reduplication depends crucially on the principles of stem-
formation for the perfective, a brief digression is necessary 1o establish those principles.

The primary variant of the perfective iz the suffix -ile, which appears with the
widest variety of stem types.

(%) ku-bik-a a-hik-ile *he announced a death’
ku-his-a a-biz-il& *he concealed a fact’
ku-banik-a a-banik-ile ‘he roasted”
ku-gololok-a a-gololok-ilé ‘he was straigthened out”
ku-hagam-a a-hagam-ile *he was too big”

The perfective suffix is associated with a morphophonemic change in final oral
coronals, whereby £ = 5, and d./ = z.

(76)  ku-ful-a a-fuz-ile “he cleaned”
ku-lol-a a-loz-1lé ‘he saw’
ku-buut-a a-buus-1lé *he choked’
ku-hiind-a a-biinz-ile ‘he tucked in a loincloth”
ku-geend-a a-peenz-ilé ‘he went”

" Especinlly in names with a clear biblical origin, names tend 10 remin the pender-appropriste theme
wawe] froan Greek, - for maseuline ad - for feminine names: cf. Maallie “Mamha®, Pesidle *Pever’.
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Mite that this spirantizing efTect is nol a general property of all #, I and 4i sequences: cf.
kafieliia “1o lean for’, kubuutile to choke for’ and kubiindila “to tuck in a loincloth for".
This spirantization 1akes place only befiore the perfective suffix ile, the causative suffix y,
and the nominalization suffix -i.

The second variant of the perfective is the so-called imbrication variant (Bastin
1983, Hyman 1995). In the imbrication variant, the vowel / is infixed before the stem-
final consonant and the suffix -e 1s added. The would-be vowel sequence is reselved so
that of — wee, wi —» wif, ii, & —» ¢ and af — ee. The imbrication variant 15 selected by
any stem which contains at least two moras, where the final consonant is /.

(770 Ju-lwaal-a a-lw-ge-1-a *he iz ill’
ku-ladl-a a-l-ge-1-& “he lied down®
ku-hagil-a a-bag-Ee-1-& ‘I weeded
ku-nyegel-a a-nyecg-ee-l-c ‘he itched”
ku-limil-a a-lim-ii-1-& *he cultivated for’
ku-goocngebel-a a-goongobw-ce-1-&  “he debark”
ku-hilil-a a-halw-ii-1-& ‘he scraped the pot”
ku-luguul-a a-lugw-ii-1-& ‘he was surprised’

Monosyllabic verbs stems select a variant of the perfective with a long vowel "

(T8} ku-gw-a a-grwe-iilie “he fell’
ku-g-a a-z-file “he went®
ku-mw-a A-mw-gElE ‘he shaved’
kii-ly-a u-l-11lé “he ate’
ki-nw-i a-nw-cele ‘he drank’
kit-h-& a-h-gEle “he gave”
ki1 a-1-gile “he released’

As noted earlier, lengthening is a general property of these stems, ¢f bu-mw-gan-a ‘1o
shave each other’ vs, ku-hal-gn-g “to count each other’,

Longer stems which end in & glide introduce a further complication. In 4 stem ol
the form CFCOw, the basic perfective suffix -ile is selected: note, however, that the glide
w iz infixed within the perfective suffix -ile.

(791 ku-hohw-a a-hoh-il-w-g “he was tied"
ku-lilvw-2 a-lih-il-w-& “he was paid’
ku-kigw-a a-kug-il-w-c ‘he was found’
ku-manyw-a A-rnany-il-w-e *he was known'

"® Cemain stems are associnted with phoneticnlly unpredictable lowering of the vowel of the perfective
suffix, A full analysis of this problem is coutside the scope of thes paper, but could be bandled by postulal-
ing a flvating partial specificatton for vowel height following the stem final consonant.
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If the perfective suffix then comes 1o stand after [, ¢ or &, spirantization affects the final
consonant.

(807  ku-balw-a a-buz-il-w-¢ ‘he failed o get’
ku-lolw-a a-loz-1l-w-g ‘he was seen’
ku-liindw-a a-liinz-il-w-2 “he was guarded’
ku-batw-a a-bag-il-w-& “he was snared’

When the stem ends in the sequence Cy, the suffix -iizve is employed. The » in
this variant of the sulfix presumably represents the stem-final y, infixed within the per-
fective suffix.

(1)  kue-koby-a a-kob-iiz-y-& “he picked up’
ku-hiingy-a a-hiing-tiz-y-2 ‘he exchanged”
ku-loby-a a-loh-11z-y-& “he wetted”

A number of stems end with -zy-, which derives from underlying v/, In the per-
fective of such stems, the glide ¥ which ordinarily conditions the change ly — zv 15 in-
fixed within the perfective suffix, and therefore ! does not spirantize in the perfective of
such verbs.

(B1) ku-guzy-a a-gul-iiz-y-¢ ‘he sold”
Iu-kizy-a a-kil-iiz-y-& ‘he rescued”
ku-lozy-a a=lol-iiz-y-& “he tried”
ku-boonzy-a a-boond-iz-y-é ‘he had a foretaste’

For example, [kuguzya] derives from /kugulya’ via this spirantization process. In accond
with the constraints of the language regarding seletion of perfective allomorphs and the
positicning of glides within the stem, the perfective stem of this verb might be expected
1o be -guliiive; but because of the spirantizing effect of y, the surface form s -guliizve.

Returning to the main theme of asymmetrical reduplication in the perfective, the
examples of (83) show that in the asymetrical variant, the suffix -ife does not appear in
the reduplicant, and the final suffix -a appears in its place.

(83) ku-his-a a-his-ile a-his-a-his-ile ‘he concealed a fact”
ku-banik-a  a-banik-ile  a-banik-a-banik-ile “he roasted”
ku-hagim-a  a-hagam-ilé a-hagam-a-hagam-ila ‘he was oo big”

These examples are analogous 1o the subjunctive examples in (67), where the tense-
aspect suffix -2 15 excluded from the reduplicant, and therefore -a appears in its place.

Also analogous 10 the subjunctive, the base must manifest the perfective affix,
which excludes the following patterns where the reduplicant but not the base 15 marked
with the perfective.



(B4)  *a-bis-ile-bis-a
*a-banik-ile-banik-a
*a-hagam-ile-hagam-i

This further supports the claim that reduplication is prefixing in verbs. Under the hy-
pothesis that reduplication were suffixing, there would be no reason for the supposed
base bisa in a-bisa-bisile to lack the perfective suffix when the reduplicant manifests the
suffix; there would also be no reason why forms such as (84) are impossible, where the
supposed base, the leftmost token of the stem, contains all of the morphemes which it
would be expected to contain, while the reduplicant only contains a portion of the base
morphemes. Under the assumption that reduplication is prefixing, these patterns are ex-
plainable. The reduplicant may be less marked then the base — it may lack elements
found in the base — but it cannot be more marked — it cannot contain elements not
found in the base."*

The first significant complication in the phonological pattern of asymmetric re-
duplication is seen with stems which end in an oral coronal, which spirantizes before the
perfective suffix -ife. As the data below demonstrate, there is no spirantization of the -
nal consonant in the reduplicant, even though its correspondent in the base spirantizes.

(£5)  ku-lol-a n-doe-ile n-dol-a-loz-1lé I saw’
ku-ful-a a-fuz-ile a-ful-a-fuz-ilé “he cleaned’
ku-kuut-a a-kuus-ilé a-kuut-a-kuus-ile ‘he threshed seeds’
ku-biind-a  a-biinz-ile  a-biind-a-biinz-ile  ‘he tucked in a leincloth’
ku-geend-a  g-geenz-ilé  a-geend-a-geenz-ilé  “he went’

The example mdolalozile particularly underscores the nature of the problem.
While the number and identity of the segments in the base and reduplicant should be the
same, it is evident that the consonants of the reduplicant, dela, do not match the base,
Iozile. This is because the content of the reduplicant in Kikerewe does not depend on
matching the reduplicant with the surface nature of the base, bul rather depends on
matching the reduplicant with the underlying shape of the base. The underlying form of
ndolalozile is n-RED-lol-ile, and il is obviously identity with the underying form that the
reduplicant is striving towards.

A perfect match between the reduplicant and the underlving form of the base
would be achieved in *nlolalozile. However, such perfection could only be achieved a1
the expense of viclating the constraint against nl, and this constraint is unviclated in the
language. Thus it is inevitable that identity constraints must be viclated. IF the initial [ in
the reduplicant alone is changed, then the surface identity of the base and reduplicam
searments will be destroyed. The correct form for both the base and the reduplicant results
from subordinating all of the faithfulness constraints o the (unviolable) phonological

B Of course, the reduplicant may be mone fxithful to the phonologically umderlying form of the base due
to IR faithfulness constraints and the base may be made less faithful to its underlying form due 1o high
mnking phonelogical constraints. However that is not the situntion here: the differences between which
‘marphemes are present in the base and reduplicant are not due to any gensml phonological constrmints.



PATTERNS OF REDUFLICATION IN KIKEREWE 143

constraints, and subordinating the requirement of surface base-reduplicant identity to the
constraints requiring identity between the surface forms of the reduplicant or base and
the input. {See Poletto, this volume, for discussion of a similar problem in Runyankore).

(B&) n-RED-lol-ile  § *nl | *lticeheiw | Ident-I0 i Ident-IR [ Ident-BR
nlolalozile ] T i 1=z
ndoladozile zdl id L2z
ndoladalile 1 L R e i
ndozalozile z 1 2! del

= | pdolalozlé z 1 d d=l, lz2

As long as the underlying form of the base does not end in a sequence of conso-
nant ples glide, the scgments of the reduplicant correspond to a contiguous substring of
the surface form of the base, and thus there is a contigecus comespondence between the
reduplicant do! and the base loz. However, when the underlying form of the stem ends in
a glide, the reduplicable segments will not be contiguous in the base at the surface level,
Recall that a stem-final glide is repositioned so that it appears in the last syllable of the
verb, in this case appearing infixed within the perfective affix, so the stem boh-w- has the
perfective form boh-il-w-g. As can be seen in (87), the reduplicant selecis the scgments
found in the underlying form of the base, save for the perfective morpheme itsell: but
this substring is not contiguous in the surface form of the base.

{87) ku-boh-w-a  a-boh-il-w-& a-boh-a-boh-il-w-&  “he was tied’
ku-lih-w-a  a-dib-il-w-&  a-lih-a-lib-il-w-é “he was paid”
ku-kiig-w-a  a-kug-il-w-8  a-kug-a-kug-il-w-€  ‘he was found’

In the example abohabohilwe, the best possible match between the upderlying form of
the base and the reduplicant would occur if the reduplicant were bohilwe. This is not
possible, since the reduplicant is explicitly barred from containing the perfective sulTix
{assuming the assymetrical reduplication option); therefore, a subsiring of the base which
excludes the offending perfective morpheme is selected. That substring, bofw, must be
augmented with the default final suffix -a, to give a stem with the cancnical shape of a
verb stem, as required in this particular construction.™

Further examples of asymmetrical reduplication involving the imbricated variant
of the perfective can be seen below,

(88) lu-lwaal-a  a-lwegé-l-2  a-lwasl-a-lw-éé-1-& “he iz ill”
ku-bigil-a  a-bag-ée-l-é  a-bagal-a-bag-ce-l-& ‘he weeded®
ku-halil-a  a-halw-ii-l-2  a-halul-a-halw-ii-1- “he scraped the pot”
ku-fitin-s  a-fut-gé-n-é  a-futan-a-fut-ee-n-& *he chewed"

% s mother form of asymmetrical reduplication for this verb is a-foka-bokites, where the passive suffix w
{5 not copied; this is consistent with the generalization thet any continuous subset of the morphemes
found in the derivational stem are reduplicated.
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It is unclear exactly what should be the underlying phonological form in the case of im-
bricated perfectives. Assuming the standard notion of an underlying representation, the
underlying form of abagéeie would combine the underlying form of the root bagal with
some representation of the perfective suffix, perhape -fe or -ile. Some set of constraints
[orees the initial vowel of the suffix 10 be infixed within the root, in which case it would
be subject to constraints against ¥+ sequences. The important point is that the redupli-
cant is the base without the perfective, whether the perfective is realised on the surface as
a discretely identifiable suffix following the stem, or as an infix blended with the seg-
ments of the stem.

In the examples considered so far, the reduplicant has been more faithful to the
underlying form of the base than the base itself is: this is because divergence between
underlying and surface forms in the base is compelled by factors specific to the perfec-
tive allix, an aflix which s excluded from the reduplicant in asymmetrical reduplica-
tions. However, in one type of cese, the base is more faithful to the underlying form of
the stem than the reduplicant is, for the reason that the causal factor behind the pho-
nological alternation is lacking in the base but is present in the reduplicant. It has been
noted above that surface 2y generally derives from /y/ via spirantization, so fugugia de-
rives from /kugulya’. Because the underlying stem-final glide is moved from its underly-
ing position and is infixed into the perfective suffix, the underlying /1 actually surfaces
in the perfective of such a verb stem. Consequently, the perfective of such a stem —e.g.
gulitzye “he sold” — is more faithful to the underlying representation than the non-
perfective is, the ¥ which might trigger spirantization is not adjacent to the stem-final / in
the perfective. The tradeoll, in this case, 15 that [aithfulness o the underlying order of
segments results in unfaithfulness with respect to the guality of these segments, and vice
versa. Because asymmetrical reduplications exclude the perfective suffix from the redu-
plicant, there is no factor which triggers separation of /17 and /v/. Therefore, spirantiza-
tion takes place in the reduplicant, even though there 15 no spirantization in the base.

(891 ku-guzy-a a-grul-tiz-y-£  f-guzy-a-gul-iiz-y-2 “he sold”
ku-kizy-a a-kil-liz-y-2  a-kizy-a-kil-iiz-y-¢ “he rescued”
keu-loey-a a-lol-iiz-y-2  a-lozy-a-lol-liz-y-g “he tried”’

ku-boonzy-a  a-boond-iiz-y-¢ a-boonzy-s-boond-z-y-&  “he had a foretaste’

There is an important hmitation on asymmetric reduplication regarding stem size,
which argues for & minimal size constraint on the reduplicant even in verbs. Monosyl-
labic stems reduplicate, and when they do, they appear with a long vowel, Asymmetric
reduplication is possible with such stems in the subjunctive, as the following data ilus-
trate. The vowel of the reduplicant, whether -e by strict copy or -g in the asymmetrical
variant, always appears as long.

(%) mi-tl-gwe ni-tu-marte-wi Ti-lu-rwia-gwe “we should fall’
ni-ti-zé i -Ti-gee-7E ni-tu-Zaa-z6 “we should go”
ni-ti-nwé ni-tu-nweé-nwe ni-tu-nwai-nwe “we should drink”
ni-ti-hi ni-tu-hee-he ni-tu-hai-hé “we should give’

1

ni-tR-1& ni-tu-tea-te Hi-lu-1ig-18 wee should release’
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It has heen shown above that this vowel length is due o independent factors,

However, asymmetrical reduplication is nol possible in the perfective of monosyl-
labic stems,

(91} ku-gwa a-gwiile-pwiile *a-gwaa-gwiile ‘he fell’
ku-za a-gile-ziile *a-zau-ziile “he went”
ku-mwa a-mwesle-mweele  *a-mwaa-mweals “he shaved”
T a-liile-liilé *a lyan- 1l “he ate"
ki-nwa a-nweele-nwidle *a.nwaa-nweels ‘he drank’
kii-ha a-heele-heele *a-haa-heele ‘he gave’
ku-ta a-teele-teele *a-laa-1EE1E “he released”

The question is why there should be a dilference between the perfective and sub-
junctive in terms of the possibility of asymmedric reduplication. The reduplicant prefers
1o be bisyllabic, but material is never epenthesized to achieve bisyllabicity; verbal redu-
plicants also cannot contain prefixal material. In light of these facts, reduplicated mono-
syllabic roots are under & considerable and apparently unrelievable pressure to satisfy the
bisyllabicity condition. All else being equal, reduplication may freely include or exclude
the final tense-aspect affix. The crucial observation is that all iz not equal between sym-
metrical and asymmetrical reduplication in the perfective,

In the subjunctive, the reduplicant is fated to be monosyllabic, and selection of
symmelric versus asymmetric reduplication is no beller or worse with respect to the
minimality requirement of the reduplicant.

92) ni-1u-RED-he Redup-Min | *infl | Max-BR
@ [ ni-tu-haa-he * i
@ ni-fu-hee-he * i i

In contrast, the asymmetric-copy variant in the perfective violates the bisyllabicity con-
dition on reduplication; therefore, the full-copy option is the only viable option.

(53) tu-RED-h-ile Redup-Min | *infl i Max-BR.
tu-has-heele = i
ke tu-heele-haele * H

In this section, the productive pantern of reduplication in verbs has been sh-;:uwn 10
exhibit the following characteristics,

(94) a The reduplicant only contains material found in the stem.
b. Reduplication may be partial or complete; the root and optionally any
conliguous sequence of derivational affixes may be copied.
. The final inflectional morphemes for the subjunctive and the perfective
are optionally copied,
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d. Asymmetrical reduplication of monosyllabic stems in the perfective is
disallowed (due to the bisyllabic minimality constraint on the reduplicant).
i IT the reduplicant iz at least hisyllabic, it forms a phonological word, and

therefore long vowels are shortened at the end of the reduplicant. Long
vowels are retained in the reduplicant of & monosyllabic stem.

6. Lexical reduplication

There are a number of stems which are lexically reduplicated, for which there
exizte no related unreduplicated stem.

{95)  ku-boha-boha ‘10 bahble"
ku-huuna-huuna “to wander aimlessly”
ku-kaanza-kasnza o patch”
ku-léeka-tecka “tor think’
ku-tiima-tuuma “to grope aimlessly”
ku-hugi-huga “to not have a good upbringing”

These stems cannot be further reduplicated via the otherwise productive process of re-
duplication.

(961 *ku-hoha-boha-boha-boha
*ku-huuna-huuna-huuna-huuna
*ku-kaanza-kaanza-kaanza-kaanze
*Lu-teeka-tecka-lecka-teeka
*ku-tiuma-tuuma-tuume-tuema
*ku-higa-huga-huga-huga

These stems generally require asymmetrical reduplication. In the perfective, the
reduplicant ends ins -a, nod the perfective suffix -ile.

(%7}  a-hoha-hohilé *a-hohile-bahile ‘he babbled”
a-huuna-huunile *a-huonile-hounilé ‘he wandered aimlessiy’
a-tecka-teekili *a-teekile-teekile “he thought”
a-luuma-tunmile  *a-tuumile-teumile *he groped aimlessly”
a-huga-hugile *a-hugile-hugile “he didn’t have a good upbringing'

a-kaanza-kaazile  *a-kaanzile-kaanzile  “he patched”

For the last verb in (97), there exist two forms of the perfective: besides akaan-
zakagnzife, one also finds the form akagnzakienzé, illustrating the imbrication variant of
the perfective. Monosyllabic verb stems ending in -gand- do not otherwise allow imbri-
cation — ¢f, fu-feanrd-ilé “we interlaced sticks®, a-teand-ilé “he spread’, n-soend-ile 'l
wooed'. Although there are no other polysyllabic verb stems which end in -F¥ad-, the
pattern where imbrication affects polysyllabic stems but not monosyllabic stems is well
esiablished — see the discussion of perfective formation above, This points to another
difference between lexical versus productive patterns of reduplication. With productive
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reduplication, the reduplicant is m included in the domain whose size determines the
passibility of imbrication, thus we find abazile ‘he counted” and abalabazile *he counted
here and there’, never *abalabeele with imbrication. The reduplicant in a lexical redupli-
cation, on the other hand, is at least optionally contained in the domain considered when
choosing between the sulfixing and imbricating variants of the perfective,

When lexically reduplicated stems are followed by denvational suffixes, those
suffixes also cannot appear in the reduplicant.

(98)  ku-boha-boh-el-a *ku-bohela-boh-el-a
“to habble for®
ku-kaanza-kaanz-il-an-a *ku-kaanz-il-an-a-kaanz-il-an-a
“to patch for each other’
ku-tééka-teek-el-an-a *ku-téck-gl-an-a-teek-gl-an-a

“to think about each other’

However, lexically reduplicated stems do not form a totally impermeable mor-
phological unit, since the subjunctive affix may appear in the reduplicant.

{99)  naa-boha-biohé naa-bohe-bohi ‘let him babble”
naz-huuna-hiine  paa-huune-hiving “let him wander aimlessly’
ni-tu-kaanza-kaineg ni-tu-kaanze-kainzé  ‘we should patch’
nii-n-teeka-tecke nii-n-teeke-téeké “let me think"

Thus,

(100) a Lexical reduplication precludes productive reduplication.
b A lexical reduplicant is opague to derivational affixation and perfective
formation, but not subjunctive-affixation
. The base optionally joins with a lexical reduplicant to form a single do-
main for perfective formation,

7- Conclusions

In this paper, 2 number of strategies for reduplication in Kikerewe have been dis-
cussed. While cenain principles hold across reduplication constructions, certain proper-
ties hold only in specific types of reduplication. It has been argued that the base for re-
duplication is not necessarily an immutable morphological structure such as the stem, but
iz rather a more fluid quasi-phonological constituent whose boundaries are subject to
adjustment in order 10 satisfy other phonological constraints. Reduplication is prefixing
in all constructions, and the reduplicant typically shows special properties such as the
optional or obligatory 1oss of tone, or failure 1o copy morphemes from the base. In nouns
and verbs, the two open lexical classes with reduplication, the reduplicant preferentially
defines a phonological word. Finally, all forms of reduplication are subject to a bisyllabic
minimality requirement, but constructions difTer as 10 whether prefixal material can be
copied.
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The Incremental Constriction Model
for the Description of Vowel Height'

Frederick Parkinson

1 Introduction

This paper explores the description of vowel height, arguing for a new model for its
representation. The current proposal, the incremental constriction model, describes vowel
height with mulr.iyle occurrences of the feature [closed]. This model is wsed to analyze
height harmony in a number of languages, from which a previously undocumented
generalization emerges; all cases of partial height harmony involve one-step raising. The
discussion in this paper demonstrates that this generalization is true for all known cases of
partial height harmony. and further, that this generalization is uniquely captured by the
incremental constriction model.

The description of vowel height has posed a problem for generative phonology since
Chomsky and Halle (1968) proposed the binary features [high] and [low] for the
characterization of vowel height contrasts. While these features are widely used to describe
vowel height, there have been numerous proposals to the contrary. In the year following
the publication of The Sound Patterm of English (Chomsky and Halle 1963), Contreras
(1969) argued that [high] and [low] should be replaced by a multivalued height feature in
urdr.r to properly account for a thetical language in which all non-high vowels raise a

Contreras was the first of many authors to express dissatsfaction with the
fl:arun:.s [Elgh] and [low]. Sncm: authors have sought to modify [high] and [low] by
positing these features to be monovalent (e.g., Selkirk 1991, Dyck 1995), while others
have argued, as did Contreras, that [high] and [low] be ahandomd altogether and replaced
by multivalued features (e.g.. Lindau 19735), or by scalar’ features (Schane 1984, 1990,
Clements 1939, 1991), stll cthers have argued for a distinet set of unrelated features (e.g.,
Goad 1993).

Thus, Chomsky and Halle's [IEI!SE} proposal has never enjoyed a non-controversial
status. A cross-linguistic examination of partial height harmony reveals that many of the

" This paper hos been improved by the many comments and suggestions offesed 1w an earlier version of this
paper by the audience at the. 1996 meeting of the Formal Linguistics Sockery of MidAmerica and my
colleagues at Ohio Sate. Special thanks go o Rapedisang Fulele for his help with Setswana dars and o
Besh Hume, David Odden. ard Robert Polerio for comments on the current deaft

' Muitivalued and scalar approaches differ in thas the former employs & single featore thar has multipls
wvalues so that one vowel is [ Thigh] and another [3high], while the latter uses more than one insiance of the
same feature.
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proposals mentioned above canmol account for the robustly attested phenomenon of one-
step raising in which vowels of several heights raise one degree. In addition, all of these
proposals mizs important generalizations concerning partial height harmony. This paper
will demonsirate that all cases of partial height harmony involve a owe-step change in
height, and that all such harmonies raise their target vowels. Only the incremental
constriction model, proposed here, captures these generalizations,

2 The Incremental Constriction Model

In this section, the incremental constriction model is introduced, the properties of this
model are discussed, predictions of this model are delineated, and the incremental
constriction model is implemented to account for partial height harmony in Llogoori. The
analysis of Llogoor, and all other languages discussed in this paper, is framed within the
constraint-based approach of optimality theory (Prince and Smolensky 1993).  Within
optimality theory, assimilation is generally accounted for by the ranking of ‘alignment’
constraints (Kirchner 1993, Pulleyblank 1993 and others). The alignment constraints
required to handle the wide range of languages that exhibit partial height harmony are quite
similar cross-linguistically, varying only with respect to three parameters. The form of
alignment constraints involved in partial height harmony is discussed in this section.

2.1 The model

In the incremental constriction model, vowel height distinctions are treated as steps
along a single phonetic scale, characterized by occurrences of the feature [closed] so that
eahc heigh in a language corresponds to an additional instance of [closed]. In this model,
the lowest vowels of any language are specified for no occurrences of [closed], but all non-
low vowels are specified for at least one instance of [closed] and each higher vowel has an
additional eceurrence af this feature.

(1} The Incremental Constriction Model.
Height
1
[:k?nd]

[c h:icmd]
[elosed]

In a language containing three vowel heights, two occurrences of [closed) are required
to charactenze the inventory. In such a language (2), the lowest vowels are specified for
no occurrences of [closed], the mid vowels are specified for a single occumence of
[closed], and the high vowels are ified for the maximum number of occurrences of
[closed] active in the language, in this case, two instances of [closed].

{2) Three vowel heights. (3) Four vowel heights.
high mid Lo high mid-hi mid-lo low
[closed] . . [elosed] . . .
[closed) * [closed] * ®
[clased] *

In a language containing four vowel heights, three occurrences of [closed] are required
to charactersze the i:wcnmg; In such a language (3), the low vowel is specified for no
occumrences of [closed], next lowest vowels are specified for one occurrence of
[closed], the next lowest are specified for two occumrences of [closed], and the highest
vowels are specified for the maximum number of occurrences of [closed] active in the
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language, three. Thus, the number of occurrences of [closed] that are active in a language
is determined by the number of heights in that language.

Occurrences of [closed] correspond to increased constriction in the vocal tract, and
thereby increasing vowel height. The feature [closed] raises a vowel when this feature is
inserted, spread, etc. The feature [closed] is defined in terms of first formamt frequency
{F,), the acoustic property most reliably cormelated to vowel height (Ladefoged 1971,
Lindau 1975, Tranmiiller 1981, inter alia). The relationship between F, and vowel height
are inversely related so that low vowels have a relatively higﬁl:r F, while high vowels have
a lower F,. The feature [closed], therefore, is defined in terms nt’dncrﬂmﬂ F.

The feature [closed] is fncremental since multiple occurrences of this feature may
characterize a single vowel. Characterizing vowel height with incremental features allows
vowel height o be ireated as a single phanetic scale.  Other authors have suggested that
vowel height be characterized with multiple occurrences of a single feature {Clem:m_-. 1991,
Schane 1984, 1990), though these models differ from the incremental constriction mode]
where vowel height is :mf ively characterized in terms of a feature that corresponds to
increased height.

The feature [closed] 1s monovalent so that lang s may only insert, spread, or delink
the presence of this feature. In contrast, binary E it that each feature in the system
has two values; positive [+] and negative [-], su.ch &mﬁ. values are expected to
delink, etc. cross-linguistically. It has been argued that reference to both values of a feature
is unnecessary, and that where possible, only one value of a feature is recognized.
Monovalent features have been argued for with respect to many features. The feature
[labial], for example, is widely accepted as monovalent since the phonology of no language
makes reference to the negative value, [—labial] (Selkirk 1993). Characterizing vowel
height contrasts in terms of monovalent elements has been argued for by many authors,
including Schane (1984 19900, Anderson and Ewen (1987), Kaye el al. (1985), Selkirk
(1991}, and Goad (1993).

2.2 Predictions of the incremental constriction model

In the incremental n:m!sln:tu:n model (1, all occorrences of [closed] are organized into
a single constituent, Height,” in recognition of the fact that many languages refer to this set
of features as a group (Odden 1991, Clements 1991, Wiswall 1991, Goad 1993,
Parkinson 1994), Such an organization correctly predicls that languages may exhibit
assimilations in which one vowel assimilates to another for height such that both vowels
surface with identical heights (Odden 1991, Clements 1991). An assimilation of this type
is called a complete height harmony (Parkinson 1994) and is expressed as the simultaneous
assimilation for all height features (Clements 1991, Odden 1991, Wiswall 1991, Goad
1993). Complete height harmony is discussed and contrasted with partial height harmony
in §4.

Some height assimilations are not complete, rather a vowel may move toward the height
of another vowel, bul not attain the height of that vowel. Such an assimilation is called a
partial keight mermy (Parkinsen 1994). In partial height harmeny, a vowel surfaces with
a height between its own {original) height and that of a trigger. It is argued E‘uere that partial
height harmony is expressed as an assimilation for just one height feature’ since, on the
surface, the trigger and target do not share all height features.

¥ Schane (1990, Clements (1991}, and Clements and Hume {1994) use the term “Aperture”™ to chamcterize
this ¢onsliluent in recognition of the fact thal wngwe beight is not directly comelsted o phonemic height
(Ladefoged. 1971, Lindan. 1975). Here, the familsar term Helght is wsed in reference 1o phonemic heaght.

¥ The “all or one™ option described here follows Clements (1985) and others who argue that phonology
operates on only single elements — a node or festure. For a different view, see Halle, 1995, Padget. 1994,



In the incremental constriction model, vowel height is characterized exclusively by the
feature [closed] so that a partial height assimilation constites an assimilation for one
occurrence of this feature. As [closed] is monovalent and cormesponds to increased vowel
height, the incremental constriction model predicts that all partial height harmonies
necessarily invelve raising. Because the feature [closed] is incremental with occurrences of
[closed] distinguishing steps along the vowel height continbum, the incremental
constriction mode] predicts that all partial height assimilations involve a single-step change.

(4) Prediction of the Incremental Constriction Model.
All cases of partial height harmony involve one-step raising.

The incremental constriction model holds that all height distincting are characterized by
[closed], but recognizes that some language require the features [aATR] or [tense]. Tt is
argued here that [ATR] and [tense] not be used as an ersatz device to characterize a langauge
with more than three heights (the maximom contrasted with [high] and [low]). Instead,
[aTR] is reserved for languages that exhibit true cross-height harmeny, e.g., Akan (Stewart
1969, Lindau 1975} and that [tense] is used only for languages such as German.

2.3 Llogoori

Llogoor (Leung 1986) is Bantu (E41) language spoken in Kenya, and is a member of
the Luhya group. nilugouﬁ contrasts the vowels in (5.a)," and requires three occurrences
of [closed] 1o characterize its inventory, The Llogoori vowels are characterized in the
incremental constriction model as in {(5.b).

(5) Llogoori vowels,
. b.
i u iw I L3 D a
I u [closed] = = J
£ 2 [closed] = =

a [closed] =

The examples of Llogoori verbs in (6) consist of a pronominal prefix, a verb stem, and
a final vowel marking the subjunctive mood. The final vowel for many tenses is o, but in
the examples from the subjunctive below, the final vowel surfaces as £ or &

(6) Liogoon partial height harmony. s
a. :
ke-veg-e ‘shave it" ki-guut-j “defeat it
ke-reet-g ‘bring it’ Ki=vis=1 ‘hide it
ke-poor-e “obitain it ki-guriz-1 ‘sell it
ki-karag-e ‘cut it” Ki-vis=1 “hide i
ki-saamb-g ‘burn it" Ki-dhuy-ir-i “hit for it
ki-Kini-ir-1 ‘Eln}p for it
ki-mim-1 “bite it"

The final vowel is always a front vowel in the subjunctive, and surfaces as £ when
preceded by a vowel of the same or lower height (6.a). The final vowel raises to + when
preceded by a higher vowel {6.b).

* Llogoari, like many Bantu languages (e.g.. Kikoyu, Kimatuumbd) contrasts thiee beights where the apper
“mid" vowels are pronounced as ;& and the kw med vowels are £ 3. Leung (1986) uses the symbols £ o for
the lower mid vowels while £ 2 are used here for consissency with the vowsls represenied by these sy mbaols.
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[T} Effect of partial height harmaony in Llogoori.
E I

| |
[closed] —  [closed]

[-:lnlsed]

Since Llogoon ruising (6) is assimilatory, the surface form of vig should have some
structure shared belween the triggering ¢ and the harmonizing +. The assimilation in (8) is
net a complete htifhi harmony, so the shared element cannod be the Height node.  Instead,
a single instance of [closed] should be multply linked between the trigger and target such
that the harmanizing vowel is specified for one more occurrence of [closed] in the output
than in the input.

(8) Spreading one instance of [closed],
Vig I
I I
[clnlﬁedj [losed]

[elosed)
[closed)

MeCarthy and Prince (1995:264-5) propose a family of constraints that require feature
specifications to be idenfical between corresponding input and oulput segments.  Identity
constraints are feature specific, as posited by McCarthy and Prince, so that for every
feature there is an identity constraint that requires that correspondent segments be featurally
identical to one ancther, The identity constraint relevant to the representation in (8) is that
requiring identity berween input and output correspondents with respect to the feature
[closed]. InenT{cl] is defined in (9).

(9 Identity of [closed].
IpexT{el] = an cuiput segment must be specified for an identical number of
occurrences of [closed] as its input cormeapondent.

IpexTiel] is violated whenever corresponding segments are specified for a distinet
number of occumences of [closed]. Thus, Ioevticl] prohibits the insertion, deletion,
spreading, and delinking of [closed]. Consider the form vis-r *hide it," here, the final
vowel of the input is speified for just one occurrence of [closed]. In its output form,
depicted in (8), the final vowe| is specified for two occurrences of [closed], thus incurring
a violation of IDENT{cl].

Since multiple linkings in general are dispreferred by Ipewt[cL], o higher ranked
constraint must prefer the specific structure in (3] in order to allow this form to be oprima.
This constraint is from the alignment farmily, specifically Avion[closed] as defined in (10}
[See §§].4 for discussion of formulation of alignment constraints that make reference o
[closed].)

(10} Avicr([closed], R, root, R) — Llogoori.
ALIGN[el] = if a vowel is specified for [closed], then the right edge of an
occurrence of [closed] must be aligned to the right edge of the stem.

Augufel] is satisfied by candidates, produced by Gen, where a single occurrence of
[clesed] is shared between the root and the suffix. In Tableau 1, Avww[cl] is satisficd by
the first candidate, (a), but is violated in {b) where no sharing takes place. Candidate (a) 15
preferred, in spite of violating Inentfcl], establishing the selative ranking of these
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constraints in Llogoori. In fact, the ranking AviGy]cl] » IDENT[cl), is found in all of the
languages exhibiting partial height harmony discussed in this paper.

Tableau |

ViS-E — Vis-| Avicnlel] Inent{cl]

a. 1':': |I
o [closed] [closed]
1
[closed)

[clesed]

b, s 3
|closed] [closed]
[rlnlsndl
Lelased]

LA

C. Vis i
[closed] [closed]

[elesed |

[elesed]

Candidate (c) violates IpeNT[cl] twice since it satisfies Aucxk[cl] by multiply linking a
non-terminal occurrence of [closed], thereby sharing that occurrence of [closed] and its
dependent. In this way, the final vowel is specified for two more occurrences of [closed])
in the output than is its input correspondent.  Multiple linking of non-terminal [closed] is
always dispreferred since Auon[cl] can be satisfied by aligning a terminal occurrence of
[closed).

Gen only produces candidates that obey universal, inviolable well-formedness
conditions, among which is a prohibition that rules out structures in which a higher vowel
assimilates to a lower vowel for the feature [closed]. This prohibition falls out from well-
established notions of dominance and precedence, declaring ill-formed all tree structures in
which two elements are simultancously in both a precedence relation and a dominance
relation.

Two standard assumpdions in non-linear phonology are that elements on a single tier are
ordered, i.e., in a precedence relation (Sagey 1990, Komai 1995:7), and that elements
connected by an association line are in a dominance relation. Following Paree et. al.
{ 1990442}, these relations are understood to be exclusive such that no two elements may
be in both relations.

(11} Dominance/Precedence prohibition.
If two elements are in the dominance relation, then those elements are not in
the precedence relation. If two elements are in the precedence relation,
then they are not in the dominance relation.

In (12.a), A is in a precedence relation with B, and A is in a dominance relation with C.
This structure is permitted by (11). The structare in (12.b) violates (11} because D
precedes £ and [ dominates E.  Likewise in (12.¢), becavse F precedes &, and F
dominates H. Due 1o the new (dashed) association line, H also dominates (7, so that (via
transitivity) F dominates (. Thus, F both dominates and precedes G,
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(12} a. Eih: i
-3 ¥ X y x ¥
| | | [ |
A B [L--ff*“’ljl 5 s
] e
C 1 e

e—ef_i E—=ef_&¢ e—i/_«

If the alphabetic nodes in (12) are replaced by occurrences of [closed], then the only
permissible sharing of [closed] is one in which a higher vowel (ic., a vowel specified for
relatively more occurrences of [closed]) shares an occurrence of this feature with a lower
vowel. Vowels of the same height cannot share an occurrence of [closed] so that one
vowel surfaces higher than its original height, nor can a lower vowel share one of its
occurrences of [closed] with a higher vowel so that the later may surface even higher.
Thiz prohibition is undersiood o be universal and inviolable such that no candidate
produced by GeN violates (1),

For this reason, Llogoori roots with the vowels £ 2 a cannot share a specification of
[closed] with a following affix containing £ because such candidates would be in violation
of the universal prohibition, and therefore never generated,

Another constraint that plays a role in Llogoon is defined in {13). This constraint
disfavors vowels that simultanecusly are non-low and central. The central vowel a does
not violate HEIGHTPL since it is low, but 2 § do violate HEIGHTPL since these vowels are
non-low and lack a peripheral place specification.

(13 Height—Place.
HEIGHTPL = if a vowel is specified for an occurmrence of [closed], it must
also be specified for a place feature 5o that it is either a front or back
vowel,

In Liogoori, HEIGHTPL is ranked higher than ALIGN[c]] as illustrated in Tableau 2. The
relative high ranking of HEIGHTPL ensures that a does not raise in Llogoor.

Tabdeau 2
vis-a — vis-a HEGHTPL Avigr[el]
A, ¥I5 i
L ||:10!5.=|‘J] =
!:Iulsed]
[closed]
B. s 3
I_tlu!sudl *1
[clesed]
[closed]

HEIGHTPL could be satisfied by inserting a place feature on the non-low central vowel,
Thiz eption is less attractive than vielating ALGR[cl] due to the more highly ranked identity
constraints in (14} and (15). A place feature inserted to satisfy HEG would viclate the
highly-ranked InENT[cor] or InenT{dos], and thus be ruled out.




{14} Identity of [coronal].

IpENT[cor] = an output segment must bear the same specification for
[coronal ]| as its correspondent in the input.

(15} ldentity of [dorsal].
InExT[dor] = An output segment must bear the same specification for
[dorsal] as its cormespondent in the input.

The identity family of constraints requires that the feature specifications of output
segments be identical 1o those of the corresponding input segmentents. The feature-specific
constraints in (14) and (15) above (as well as IpenT{cl]) state that a segment in the output be
specified for a feature if and only if its correspondent is secified for that feature in the input.

Tableau 3 demonstrates that the identity constraints in (14) and (15) as well as
HEicHTPL are ranked above Ausch[cl], but the relative ranking among IpenTidor],
IpEnT[cor], and HEIGHTPL is not crucial, The best candidate is one that violates Avsceicl]
but satisfies the identity constraints and HEMGHTPL.

Tablean 3

Vi5-a — Vis-i IpeENT|dor] HEIGHTPL ALGH[cl]

el wis el

B elosed]

IDENT]COT]

|closed]
Idnelwd]

b. wis E)
||.'Bnlﬁ:|]
Icluslmd]
le 1

*

C. Vis 3
I
[closed) .

[:In!:dr

[closed] [eor]

d. ws 3
[1.'Iur!-rd| 1
|clnsed | ;
[closed]  [dia]

i
L}
L}
[}
[}
I
I
I
!
T
I
I
I
I
I
1
i
1
1
1
1
I
I
I
L
I
¥
1
I
1
!
I
|

The identity constraint in (9) restricts sharing 10 a single occumence of [closed].
Multiply linking the Height node effects complete harmony, in which the entire set of
height features is shared. Such a structure, candidate (c) in Tableau 4, incurs two
violations of IDENT[cl]. As discussed earlier, multiply linking a non-terminal occurrence of
[closed] is also ruled-out by InenT{cl] (b).
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Tableau 4

Vis-£ — vis- Avcfcl] IoenT{cl]

d@ vis i

i Hn!gh: I-kllj:m
[cln!mdj ||:Im|¢d]
[elosed

[ehosed]

b. 'I'IIS i
Height ]'It'.ir',hl
|elessd] [elased)
|-_-|an€£|ng
Jetuscd]

€. Vis i
Height
IdﬁLﬂdi
1:10'5@:1]
|closed]

d. e
Height  Heigha
IEhrﬂil [closed]
[ehosed)
[closed]

A

The universal prohibition against lower vowels raising higher vowels (11) and the
highly HEsGHTPL constraint allow only the suffix £ o un.gr.rgu raising.” and only when

by a higher vowel. Thus, the optimal candidate generated from an input of the
orm ki-vis-g is one in which the suffix is raised, as in kr-vis- *hide it.’

Llogoori raising (5) constitutes a partial height harmony since £ does nod raise (o the
sarne height as the high vowel trigger in krviss ‘hide it." Examples such as kv “bite it'
indicate that the suffix assimilates in height to a preceding high vowel, but does not
assimilate to the place of that vowel,

2.4 Alignment Constraints and the feature [closed]

Assimilation in oplimality theory is most often described in terms of alignment, a
constraint that favors linked structures, or sharing (Pulleyblank 1993, Kirchner 1993,
among others but see Cole and Kisseberth 1994). The linked structures that result from
assimilation provide a structural account for phenomena like gemminate integrity and
inalterability (Schein and Steriade 1986, Hayes 1986), and restrict the set of possible
assimilations to those in which the migger and surface form of the target share some
property. In the absence of evidence to abandon this view, it is adopted here,

As mentioned above, partial height harmony and complete height harmony differ both
in effect and the manner in which each is expressed. In complete height harmony, both the
trigger and the target surface with identical height, formalized as sharing a single Height
node. In partial height harmony, the target moves toward the height of the trigger, but does

* The: final vowel in Llogoon has oaly two qualitees underlyingly, @ and £.
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not attain that height so that the two vowels surface with distinct heights.  Thus, a vowel
that partially assirmilates in height surfaces with a height intermediate to its onginal height
and that of the trigger.

Assimilation is formalized as spreading in  derivational non-lingar phonology
(Goldsmith 1979, Hayes 1986 inter alia). In non-derivational constraint-based approaches,
assimilation is expressed as sharing of some element, i.e., the multiple linking of a single
element to two or more prosodic elements (e.g., Pulleyblank 1993, but see Cole and
Kisseberth 1994). It is assumed here that assimilation is formally represented as the
sharing of an element between a trigger and a target whereby an element is multiply linked
tor the trigger and target. In optimality theory, this multiple linking dispreferred by IpeEnT,
defined 1n (%), and violated only to satisfy a more highly ranked constraint.

(16) Assimilation in non-derivational phonology.
Assimilation for an element, F, is expressed as the multiple linking of F.

An alignment constraint that refers o a feature is satisfied when that feature is “aligned”
to both edges of a domain.® As this paper is concerned only with partial height harmony,
all assimilations discussed here are expressed as an alignment of [closed]. To account for
the languages discussed here, constraints referring 1o the alignment of [closed] vary, from
language 1o language, with respect 1o a limited number of parameters. In this section, each
of these parameters is explained.

(17) Alignment and directionality.
AviGN ([closed], L/R) = candidates are evaluated for their alignment of
some occurrence of [closed] to the left or right edge of the word,

Constrainiz may evaluate the alignment of [closed] with respect to directionality, In
many cases, the direction of alignment is predictable, e.g., in Romance metaphony, since
only suffixes trigger raising, alignment is evaluated to the left in this case. In other
languages, however, the direction in which AvwGr[closed] is evaluated plays a more critical
role. In languages such as Setswana, in which alignment is evaluaed for all occurrences of
[closed] whether affiliated with stem or affix and for vowels of all heights, directionality
plays a greater role.  In Setswana, [closed] is aligned leftward from any vowel to another
(50 long as the vowel on the night is higher than that on the right) so that the constraint
takes the form of ALmGN[closed](L).

{18 Alignment and morphological affiliation.

ALIGN ([closed], Stem/Affix) = alignment is evaluated only for occur-
rences of [closed) affiliated with vowels in a stem or a particular affix.

Constraints may refer to whether an occurrence of [closed] is affiliated with a vowel in
some particular morphological domain, e.g., stem, prefix, or suffix. For example, in
Romance metaphony, only high vowels in suffixes trigger raising. In Setswana, however,
any following vowel may trigger raising. Thus, the alignment constraint active in
languages that exhibit metaphony take the form of Avics{[closed], . Suffix), where max
allows this constraint to be violated only with respect 1o high vowels, and Swffix allows
this constraint to be violated only with respect to occurrences of [closed] affiliated with
suffix vowels.

* For the langunges discussed here, the relevant domain is defined as having two edges, one of which is the
segment with which the feature [closed] is affiliated, and the other is the begining or end of the word.
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{19 Alignment and height of the trigger.
ALIGN ([closed], ) = alignment evaluated only for occurrences of
{closed] affiliated with high vowels, i.c., the vowels specified for the
maimum number of oceurrences of [closed] active in the language.

Constraints (and thus languages) refer only to [closed],,, or o a general occumrence of
[closed]. Forexample, in MNzebi and in Basque, only high vowels, ie., vowels specified
for the maximum number of occurrences of [closed] active in that language [denoted as
[closed] ), trigger raising while in Llogoori and in Selswana, raising is triggered by any
higher vowel. OF course only higher vowels are permitied to trigger raising in lower
vowels due to the dominance/precedence constraint {113, Thus, in Nzebi, the alignment
constraint will take the form of AlGN[closed] (max) and is violated only for the
misalignment of [closed] affiliated with a high vowel while in Setswana, the alignment
constraint makes no mention of max and is violated by any misalignment of [closed],

For consistency with the recieved form of alignment  constraints, the alignment
constraints used in this paper will make reference 1o the left or right edge of the feature
[closed], though the particular edge is always predictable from the direction of the sharing.

(20} Template for constraints referring to the alignment of [closed].

prefix L

Align[closed] {mﬂx'sﬁ?tx .R]
I

The parameters discussed above allow for the logical possibilities in (20); a constraint
may refer to an cccurrence of [closed] that is affiliated with 2 high vowel or any vowel (g,
or max), a vowel in the prefix, root, or suffix, and may require that feature 1o be aligned
leftward or rightward. Each of these possibilities is attested in the languages discussed in
this paper, with one exception. Mo language has been uncovered in which a prefix to
vowel rriggers partial height harmony.

3 Partial Height Harmony

As partial height harmony is expressed as an assimilation for a single height feature, the
incremental constriction model predicts that all partial height harmenies involve one-step
raising (cf. §2.2). In each of the languages discussed below, and as was true of Llogoori,
partial height assimilation is expressed as the sharing of a single occurrence of [closed] to
satisfy a form of the constraint Avion[closed]. Each of these languages, as was true for
Llogoori, bears our the predictions of the incremental constriction model (43,

3.1 Lena Spanish

The Lena dialect of Spanish (Hualde 1989, 198%h, Kaze 1989, Dyck 1995, Martinez-
Gil 1996) is spoken in Austurias, Spain. Lena Spanish contrasts three heights amoeng the
vowels i e a0 u. In this dialect, a is the unique low vowel, and is specified for no
occurrences of [closed]. The mid vowels ¢ o are specified for one occurrence of [closed)
and the high vowels i u are specified for two occurrences of [closed],

(211 Vowels in the Lena dialect of Spanish.
iu eo ]
[closed] . *
[closed) .
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Like many dialects in the Romance family, Lena exhibits metaphony, i, vowel
alternations tniggered by the suffixation of a high vowel. Metaphony in Lena affects all
stressed voweels, raising them one step before a high vowel suffix as in (22). The root gar,
for example, surfaces with a low vowel before a non-high suffix (cf. gata ‘cat (fem. 5.7}
but the root vowel raises to ¢ when followed by a high vowel, gefu ‘cat (mas. sg.).'

(22) Incremental raising in Lena Spanish.

fem. sg. As, 5§, glm
git-a 2él-u cat
sint-a sént-u “saint’
nén-a nif-u “child’
bwén-a bwin-u ‘good”
kig-a KiiE-u ‘cripple”
bén-a bidn-u “good”

These examples illustrate that all non-high vowels raise one step in metaphony so that &
surfaces as e, & surfaces as §, and o surfaces as . In the incremental constriction model,
these changes involve increasing the number of [closed] specifications of the root vowel by
one in assimilation to a following high vowel, Metaphony is a partial height assimilation
since a does not surfaces as a high vowel before the high vowel u.

(23) Eit u bén u
f 1] T

[closed] [elosed] [elosed]
e |

[ckased] [clomed]

H-EvaL prefers candidates that exhibit metaphony effects, i.e., the sharing of an
occurrence of [closed] between a suffixal high vowel and a root vowel, since these
candidates satisy the constraint ALGK[cl].

(24) Avion([closed] . L, suffix, L}— Lena.
AriGN[el] = if a suffix vowel is specified for [closed] ., then the left edge
of some occurrence of [closed] must be aligned to with the siressed
vowel to its lefi.

This constraint favors candidates in which a high vowel suffix shares an occurrence of
[closed] with the preceding root vowel. Candidate (a) in Tableau 5 violates Inenfcl], bat is
optimal anyway because it satisfies Avon[cl). Candidate (b) fails because it violates the
highly ranked AviGr[cl].

Tableau 5
neEn-1 — Aing Avcrel] Ioenfcl]
a.  nen u
-

- Ecll___h_fjil

=]
e

[el] ITU i
=]

The Max family of constraints *maximizes inputs,” or prohibits deletion by requiring all
underlying segments be present on the surface. MeCarthy and Prince (1995) define Max in
terms of segments, Following Lombardi (1995), it is assumed here that Max can be
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extended to refer to specific features. In this way. the constraint defined in {25) rules
against candidates in which the feature [closed] is deleted.

{25) Maximize [closed].
Max[cl] = an occurrence of [closed] in the inpmt must have a
comespondent in the output.

Max[cl] is violated by structures such as (c) in Tablean & where AvsGn(cl] is vacuously
satisfied by deleting an occurrence of [closed] from the suffix vowel, Note that candidates
{a) and {c) are equivalent with respect 1o Inen[cl], each incurring a single violation, and that
Max[cl] must be active in Lena to rule out {c).

Tableau &
bédn-u — bin-u Max[cl] : ALcH[el] Ioeiel]
a. ban u !
@ : i
2 i
b, bon  u T
*®i
G 5 :
L H
c. bon o i
1
B @ i : :

In Lena, STICPL is active, but ranked above InenT{cor] so that @ may undergo raising,
but must surface with the default peripheral place, [coronal].” Ipest{dor] is above
InexT{cor] since candidate (d) is not optimal in Tablean 7. In this way, a raises and fronts
to satisfy ALiGN[closed] without violating HEIGHTPL.  The relative ranking of
Avigx[closed], Ident[dor], and HEsGHTPL is nodt crucial.

T The fact that a fronts, Le., the fact that [caronal] 15 the “default’ place for vowels, is sttributed 1o universal
markedness constraints (Prince and Smolensky. 15993),
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Tableau 7
gatu — gety Maxcl] | Avscnfel] | HEIGHTPL | lpent{dor) | loevtcor) | IDEwTicl]
a. E]:I: u ] I I ¥
e 1 : : L
” el \- | | | '
ear] [el] [dor] I : I :
I (% e e i A :
LR s ow; : :
)] dor) : H H l
c. gal U : : ; -
Nr;r"“‘\1 : R - ¥ s
] fdar] : j : :
- | ' : i
|L-||\ | i P 1
| | 1 1 1
[£1]  Jdar] | - 1 ]
T
e et dei ’
1
Ivlm a TR i i 1 -
] [} 1 ]
[dar] i i i i
f. gzt u i : H i
| |¢'IT\I i .l 1 : - :
i i P i i
[cor) |cf) [dor] . ) ! t

3.2 Servigliano Italian

The Servigliano dialect of Italian (Camilli 1929, Kaze 1989, 1991) is spoken in the
Marche region of Italy. Serviglano Italian contrasts four heights among the vowels
specified in (26).

(26) Vowels in the Servigliano dialect of Italian.
i EQ £ a
[closed] * * -
[closed] * *
[closed] *

Servigliano Iralian exhibits metaphony similar to that of Lena Spanish. In Servigliano,
a non-low stressed vowel raises one step before a high vowel suffix. The examples in
(27}, from Camilli (1929), illustrate this alternation. Post tonic vowels (right of stressed)
are identical to the ultima (Camilli 1929:224-5).

(27 Metaphony in Servigliano Italian.

modést-a ‘micdiest” (fem. sing.) muodést-u ‘modest’ (mas. sing.)
sgwiz-a ‘sinister (fem. sing.} sgwéz-u ‘sinister’ (mas. sing.)
pEllen-e ‘comb” pettin-i ‘combs’

sprit-a ‘pedantic’ ifem. sing.} 5.P|'Ii—l.l 'p-:dantlr (mas. sing.)
M- ‘he dies’ mide-i ‘you die

L= ‘T put” Tmiike-i ‘you pul’

kréd-o ‘1 believe’ krid- ‘you believe!

fjir-e “flower’ fyir-i ‘Tlowers'

spds-a ‘wife’ spil-su ‘husband'
mén-a-la  “put it (fem.)’ mitt-i-li ‘put them (mas. )’

mén-0-lo  “put it (mas)" Ti--=lu ‘put it (mas, mass)”
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The examples above illustrate that £ raises o e, 2 raises to o, & raises o 4, and o raises
to & when followed by a suffix containing a high vowel., These changes represent a partial
height harmany in which non-low vowels gain a single occumence of [closed].

(28) Effects of Serviglianoe metaphony.
£

20 co iu
I - | | - |
[closed] [closed) [closed] [cte\;ged]
| I
[elosed] [closed] [closed)]

|
[elosed)

Servigliano metaphony can be accounted for as the resull of an aliznment constraint,
similar to that posited for Lena Spanish above, preferring candidates in which an
occurrence of [elosed] is multiply linked between suffizal high vowels and the siressed
vowel of the roat.

(29) Avign([closed] . L, suffix, L) — Servigliano,
AvriGr[cl] = if a suffix is specified for [closed] ., then the left edge of
some occurrence of [closed] must be aligned leftward to the stressed

wowel.
Tableauw §
mir-i — mér-i Max[cl] | ALiGN[el] IoenTlcl]
il :
= ] g i "
[} :
1
el 1
b. mar 1 1
I | i
[&1] [I.'III : *1
Lel] i
[} :
€. mir 1 ¥
I I !
[el} L=1] [ o
el !
I=11 |
] i
[£1] I
d. mdr e i
i
[el] lel] *1 : *
Ic1] ;

As seen by examples such as bércu 'zihl:irg [mas. sg.)," the low vowel @ does not
undergo metaphony due to the high ranking of InEwT[dor], InEnT{cor] and HEwGHTPL, 5o
that while not muluply linking an occurrence of [closed] affiliated with a high vowel suffix
10 @ incurs a violation of ALGH[closed], a candidate with only this one violation is preferred
1o a candidate that violates InenT{dor], IDEvTcor], or HEIGHTPL, The relative ranking of the
identity place constraints and HEIGHTPL is not crucial.
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Tableau 9
biirc-u = birc-u Inent{dor] | IoEnTlcor] | HeEowtPL Aucn[cl]
a. barc u ' 1
- lcrI-ITMJ : :
I ] 1 *
e i :
ict) i H
b. barc u i i
= ] i
el fdor) . i i . ~
1 ! :
[ch] . :
c. bare u | 1
[el] [der] : :
i i i |
Ll ] | ;
I ¥ =
Lel] I I Lo
L o T | '
[l] [die] i . :'
[tI:II : :'
[ear) <l : !
33 Nzebi

Mzebi (Guthrie 1963) is Bantu language spoken in Gabon. Nzebi contrasts four vowel
heights among the vowels below. T%:rr. is & complementary distribution between most
vowels in Nzebi and 2. The vowel 2 does not occur as the first stem vowel (V1)
oceurring only as the second stem vowel (V2), while e £ a 5 o never appear in V2. The
vowel § appears in V2 only certain morphological conditions discussed below. The vowel
w appears in V2 only when V1 is also u (Guthrie 1968).

(30} Nzebi vowels.
(R} ca 0 ED a
[closed] - = .
[closed]) & =
[closed] =

Guthrie (1968) documents two speech rates, mormal and deliberate (slow), which affect
the appearance of ¥2. In normal speech. V2 does not surface word finally, DELIBERATE-
SPEECH sal? ~ MNORMALSPEECH sal ‘work’. The examples in (31) are transcribed in
deliberate speech,

In MNzebi, all verbs have two forms, which Guthrie calls simple and yotized. In the
simple form, V2 appears as 2, e.g., dibax ‘shut,” whereas the in yotized form, V2 &
as i, e.g. dibix. Examples of verbs in their simple and yotized form are provided in (31).
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(31 Nzebi.

simple yotized

e—i betz bit ‘carry
bexa bixi ‘foretell’

o—=u [ooma fuami ‘breathe’
kolan kulin ‘go down”

e—se  seba sehi ‘laugh’
feeda beedi ‘give’

3—=+0 txada toodi ‘arrive’
mana maoni ‘zee’

a=eE sala seli “wiork'
baada besdi ‘be"

In the yotized forms, the high vowel in ¥2 tniggers raising of the first stem vowel. The
first vowel of the stem raises one slep: @ — £, E2 — €0, ¢ 0 — [ u. NZEbi raising is a
E:'Iia] height harmony since the first stem vowel does not always surface as the same

i

ght as the trigger i.
(32) The effects of Nzebi raising.

sel-i seb-i ﬁu’um-l
sal i seb i foom i
I | ] | I
[chased] [eloged) [closed] [clased] [closed]
I [ [ |
Icesexd] closed] [elosgd] [closed]
u@“———__.J
[elosed] [closed] [ehosed)
The multiply linked structures in (32) satisfy an ali nt constraint that their non-

raised counterparts violate. This constraint, ALiGN[cl] is defined below.

(33) Avica{[closed]max, L, word, L) — Nzehbi.
ALIGN[el] = if a vowel is specified for [closed]_,. then the left edge of
some ocourmence of [closed] affiliated with that vowel must be aligned
with the left edge of the word,

In Mzehbi, as in Lena, AuGricl] and HesGHTPL are not crucially ranked with respect o
each other, but both are ranked higher than the identity constraints Toent[dor], InenT{cor],
and IpenT{cL). This ranking, HEIGHTPL, Inent{dor] » Inext[cor], allows a to raise, but
requires that it surface as a front vowel.
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Tablean 10
sal-i — sel-i Aufel] ) HeoatPr | Ioest[dod] | Ioevfeor] | Ioevicl]
a. sel i i i i
| ] i ]
i 0 : : o
i<l i l i
fec] [l i : i
b. o} : : i
I 1 1 1
[cl] I - 1 1 *
l<l] | | '
I L) )
€l] i i ]
c. sl i H i i
| 1 1 i
il : I g -
3 ! ! -
[doe] 1 ! - w8
d. zal 1 ! ! :
|,:|| ] ] (]
=H_ ] [] 1
i : : -
1 - H H

The ranking in (34) below is observed in Servigliano Italian.

(34) Constraint ranking in Nzebi.
Avicnlel], HeagaTPL, Iognt{dor] = Ioent[cor], IoesT{cl]
For vowels that have a peripheral place feature underlyingly, the identity constraints

and HEIGHTPL play no role in selecting the optimal candidate. For these forms, Avcjcl]
determines the surface form.

Tableau 11
seb-i—sseb-i Maxcl] i Avcfcl] IoevTicl]
a, seh I| :
|
- e el : i
Lel] ;
cl] :
b. =b ] :
| | i
el el : -
|¢Iu !
[=1] 1
c. seb ] 1
l=1] l=1] x| : L
I<1] ]
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Tablean 12
Boom-i — Buum-i Max[cl] ALGN[cl) InexT{cl]
3, Buum 1
- Ic|1] !f-iIF *
||:IL__I£jI|_
5]
b. Boom I|
ll:ll! 1] 1
LT ] '
Lell
gl
!-:IEI rrlll bl 2
Iei] Lell

Note that Nzebi is confirmation that the hypothetical language 10 which Contreras
(1969 refers, truly exists {cf. §1). In Nzebi, all non-high vowels raise one step.  If vowel
height were characterized in terms of the features [high], [low], and [ATR], then Nzebi
raising would defy a unified treatment, since each vowel that undergoes rasing requires
reference to a different feature (35, see also Clements 1991, Parkinson 1994).

(35) Nzebi raising with [high], [low], and [aTr].
a —

£ [+low] — [-low]
ED - co [-a™] —= [+aTR]
eQ - iu [-high] — [+high]

Because vowel height is characterized in terms of multiple occumrences of the same
feature in the incremental constriction model, Nzebi raising is described with reference to
only one feature, [closed].

3.4 Setswana

Setswana (Cole 1955) is a Bantu language (521) spoken in Botswana, and is related to
the other Sotho languages SeSotho and Northern Sotho.  Setswana requires five
occurrences of [closed] to characterize the vowels in (36). The vowels ¢ o appear in
underlying forms, though their distribution is extremely limited. The vowels § & are strictly
derived from r o

(36) Setswana vowels.

iy iu 1 R a
[closed] i & A F 4
[closed) * . . *
[closed) . . .
[closed) . .
|closed] L]

Setswana exhibits partial height harmony in which vowels of two different heights each
raise one step before a higher vowel (Cole 1953, Parkinson 1994). In the examples in
(37), the mid vowels £ o raise to0 ¢ o when followed by a superclosed vowel (37.a) or
when followed by 1 o (37.b). Raised vowels are underlined for clarity,
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(37) Mid vowel raising in Setswana,

rek-a “buy” m-rek-j “bayer’

l-a ‘bewitch" lg-j “witch”

bol-a ‘rot’ si-had-y “rotten thing"
Em-a “stand’ k'i-eme-i °I am standing”
Ep-a ‘dig’ ep-ulul-a “dig out”
bod-a “tie’ bod-ulul-a “untie”

ban-a ‘see’ xa-ki-bon<t  °I do nol see’

In (37). the vowel r appears in the negative suffix, and o appears in the reversive
suffix. The superclosed vowels § i appear as suffixes in certain noun classes. The vowels
r onot only trigger the raising of £ 2, but also undergo raising themselves when followed
by j y as seen in the examples in (38).

(38) High vowel raising in Setswana.

lim-a ‘plow’ mu-lim-1 ‘farmer”

In-an ‘pay” mu-lig-1 ‘one who pays”
ruk-a ‘sew’ mu-ruk-| “tatlor’

tfum-a  ‘hunt’ mu-1fum-i ‘hunter”

The raising of the mid vowels £ 2 and of the high vowels ; v is a one-step change.
Both assimilations are partial since in neither case does the target surface with the same
height as the trigger. Setswana raising is described as a vowel acquiring a single
oceurrence of [closed] from a vowel to its right.

Due to the universal dominance/precedence prohibition (11), GEN can onl uce
multiply linked candidates in which the trigger is higher than the target, similar Lm in
{39) below. The only candidates that to be ruled out are those in which no sharing
occurs of those where the sharing is rightward rather than leftward.

(39 Effects of Setswana raising.
a.

b. c.
bon 1 bon I lim
[ulnrmd'l [:Bu{sedl g:LuLdp [clesed] Irlnelud| [clesed]
bul ] leloped] [closed] [closed]
[elased) -slmlul [etosed). {cloped)
1 closed]
[¢losed] [¢tused ]

The alignment constraint that is active in Setswana is defined in (40). This constraint 15
ohserved throughout the root (i.e., morpheme internally) and its affixes so that no reference
to the morphological affiliation of the ngger is required.

(40} AvLicu([closed), L, word, L) — Setswana,
ALiGs[el] = if a vowel is specified for an occumence of [closed], then
some occurrence of [closed] must be aligned o the left edge of the
word,

In Setswana, HEoHTPL and [oent[dor], IoexT|cor] are ranked above Avics[cl] since the
low vowel a does not undergo raising, as seen in the form xa-ke-bal- '1 do not count.”
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Tableau 13
xu-bal-1 = xu-bal- Inen[ear) - HEGHTPL ALIGNe]]
a, a 1 i
i i
- [€1] i
I | *
I<|1] 1
1] i
b E) | i
[till i 5
[e1] :
¢l] 1
[ & ! i
] = :
[zt ; i
[cor] cl] !

For examples containing non-low vowels, only the constraint ALGR[closed] is relevant,

Tablean 14
bon-1 — bon-i Avicr[el] IpExT{cl]
a. bon
[rlll [el] x
[EIIJ
[=1]
b ban 1
[Elli |-=ri] *1
14
I!'-'lll
C ban £
w41

1 |
lel] [e1]




il

Tableau 15
xu=hm-j = xu-lim-{ Avcycl] InenTicl]
a. lim i
- [ll'll I'{]]
U M
[z1] I=1]
e
[=8)
b. Ikm i
d i
|.!|] [f.!lr =1
lnEI] [l:llj
[I-|||
lJll

Strings of vowels may also undergo raising, though as expected, low vowels and
lower vowels block the process. In the examples below, a string of vowels of the same
height, 1 & or £ 2, all rmse when followed by a higher vowel. The examples in (41.b)
illustrate that ¢ & do nor raise when followed by a lower vowel, even if that lower vowel is
raised. The example in (41.c) illustrates that [closed] may not be aligned across a. The
vowels that do not undergo raising ane boxed.

(41) Raising strings of vowels.

a. mu-lig-i —  mu-lig-i ‘one who pays’
mik-mk-j —  mu-Tuk-i ‘one who sews’
-amelel- —  -omelel ‘dry out completely (neg.)’
b. mu-emel-j — el-1 ‘one who represents”
miu-bon-i — M1 ‘one who sees’
c. mu-xak'vlul-i — xik "ylyl-i ‘one who advises'

GEx does not produce candidates in which a higher vowel assimilates 1o a lower for
[closed], as discussed above. The highly ranked constraints of InEN[dor], InEN[cor], and
HEGHTPL prevent a from undergoing raising.
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Tableau 16
mi-xak ulul-i Ipenfcor] 1 Ipenfdor] 1 HeGHTPL Avianel]
a, P a i : :
'!'I:II [-|=ll [Tlf !-|=rl i‘ 3
[ell [N [ fen) i i **
el [l [ i E
cl} 1 i
b. uoj | H
[LF: 1-|:|J li:-I] l<::|| E E
Le1] [=1] [=1] [e1] 1 I ®)| ®
i CIRE | : i
cl] : :
Ei L] i !
[<1] [<1] 111 [<1] i .
| | ] | ] |
[=1] [=1] 1=1] 1=1] ] | i -
i o ik h i : e
[or] 1] : : i

Each candidate in Tableau 16 incurs at least one violation of Avics[closed] since in all
forms, [closed] 15 not aligned to the fix vowel. The winning candidate violaes
AvLGH[closed] twice since neither the me.:vuwul nor a 15 linked o [closed] affiliated with
the j in the suffix.

(42) No Gapped Configurations.
NoGapr = multiple linking across an eligible anchor is prohibited,

To rule out a fourth candidate, the constraint NoGar (42) is posited to be ranked higher
than AviGN[closed]. NoGap (adapted from McoCarthy 1995, Padgett 1995) is a violable
constraint that prefers structures in which no element is skipped in a multiple linking.

Tablean 17
mu-xak ulul-j MNoGap AvGN[closed]
a. a 11 1
-l e |c:|1
fell  fe) (][] .

[c||'| [l] 1] [<l]

J=1]
b. T a uo
lrll Ic|1] IcII] chI]

L&l L) 11 [=1) * ®

It'll'l [c& Icll [rll'l
\%‘j

While the Setswana facts may resemble a cross-height harmony of the type found in
Akan (Stewart 1967, Lindaw 1975), an analysis based on [ATR] is not tenable, however.




An [aTe] analysis fails because it requires & contradictory specification for the vowels 1 o,
and must make crucial reference to the height of trigeer—target combinations.

In an [4TR] analysis, the vowel ¢ must be specified as [-aTR] and become [+aTR] before
the vowels § g (43.a). But, since r elso triggers raising of [-ATR] £ 2 to [+ATR] £ o , this
vowel must also be specified at [+aTr] (43.b).

{43} a. b.
L i ban a b:l-:-__ L
— | | — e
G am aw aw )

If Sctswana were a cross-height harmony, then raising would be expected o apply
betwesn any [-aTh] target and [+aTR] trigger combination, 5o that o raises 1o u before o,
since [4TR] spreads independently of height (Stewart 1967). The examples in (41.b}
illustrate that this is not the case in Selswana. Vowels only raise before higher vowels,
independent of whether the trigger is raised or not.

3.5 Basque

Basque (Hualde 1991 is a language isolate spoken in northeastern Spain and southemn
France. Basque contrasts three vowels heights among the vowels in (44),

(44) Basque vowels.
in B0 &
[closed] * .
[closed] *

Basque exhibits one-step raizing in the examples in (43). Here, the vowel a surfaces as
e when it appears in a suffix following a high vowel. Basque raising is a partial height
harmony since @ does not assimilate (o the place of a preceding vowel, nor 1o the complets
height of that vowel, as seen in faven- ‘the friend,”

(43} Omdarroa
gikon-a ‘the man' lavun-e “the: friend’
pelota-ka ‘throwing a ball” ain-ke ‘throwing stones’
ba-na ‘oave by one’ hip-e two by two
Gemika

effe-ra “to the house' mendi-re ‘to the mountain®
bato-an “in the forest’ leki-en ‘in the place’
bato-tan “in forests’ leki-ten “in foresis”
netka-13at “forfas a girl' mutil-thet *forfas a boy”

Mid vowels in Basque, do not raise in this position. This is due o a constraint that
disprefers high vowels. This constraint is not violated when o raises to e but is violated if
£ becomes i, or if o becomes .

{46) *[closed] gy,
*[closed] .y = & vowel specified for the maximum number of
occurrences of [closed] active in a language should not be parsed.

Az high vowel do occer in the language, the constraint Max is ranked higher than
*[elosed]sax in Basgue. This ranking effectively tolerates high vowels only if underlying.
Candidate (2) below is miled out becanse a vowel present in the input is absent in the
cutput, thus violating Max even while satisfying *[closed]max,



INCREMENTAL CONSTRICTION MODEL 173
Tablean 18
lav una—slay une Max ! el | Auencl] | HecerPL | Inen[cor]
i II.I = : i i
o L] : L : :
1 1

[l [eon) I i H
b, 1 a 1 ] ]

| 1 1 []

=] / " * : IP #1

ST : | :
c. }l B : : f

el ) v | L :

i) | : :

1 1

R ; | |

el B L SIS L S T o *

[l [N | i i
& P it i i i

*1
Lel] S : i

Since the low vowel a fronts when it undergoes raising in Basque, Avucn[cl] ranked
higher than the identity constraints and HEIGHTPL

Tableau 19
Ure=u-g Max[cl] : # el e .r ALtan[el]
a u e | i
1 1
o |.:l]] [.:'|| ' = ! ®
1 \ :
k. u e [ ]
[ | : !
il’!l] J [} i!‘! ]
[t} i :
c. o [ L ¥
i I . i |
[ell [£1] : L 1

The fact that mid vowels do not raise before high vowels is atributed o the fact that
Max is ranked above *[cl]Max. Candidate (a) in Tablean 19 is forced to vielate Avicu[cl]
in order to satisfy Max[cl] and *[cl]max.

3.6 Gitonga

Gitonga (Odden pe) is a Bantu language (T32) spoken in Moezambique.  Three
oceurrences of [cl] are required to charactenize vowels,

(4T} Gitonga vowels,

[c]
[cl
[l

]
]
|




Ml

In Gitonga, the vowels £ o raise one step when followed by a lgh vowel, as seen in
the examples in (48). Here, the two forms of the locative, one marked by mi, the other by
tuny, each contains a high vowel, The vowels £ 2 raise to ¢ o when they appeiar before § u.

{48) Raising in Gitonga.
Fionar

glogs locative, locativey,
sambo “clothes” sombo-ni sombo-tung
gilaty “shoe” gilato-ni gilato-tunu
gipet ‘cirche’ gipeto-ni gipelo-lunu
ndzeve “gar’ ndzeve-ni ndzeve-lunn

Ciitonga raising is accounted for by positing a constraint tha prefers candidates in
which a high vowel shares one occurrence of closed with a preceding vowel.

(49 ALsGn([el] ., L, word, L) — Gitonga.
AvriGN[el] = if a vowel is specified for [cl]__, then the left edge of some
occurrence of [cl] affiliated with that vowel must be aligned with the lefi
edge of the word.

Tableau 20

smbani — somboni Avign[el] Ipenr{el]
Sl e
& el ) [clu
[<1]
[=1]

T 5
el [e] e
l<1]

I=l]

._r "

e e e

fel} e} fen)
|

Icil
|

Ji51]

t_r‘i

4 Contrasting Partial and Complete Height Harmonies

All the harmonies discussed so far have been partial height harmonies in which the
trigger assimilates to the target in height, but does not attain that height. Partial height
harmonies are distinct from complete height harmony in that the latter results in the rigger
and target surfacing with vowels of identical height. An example of complete height
harmony is found in Kimatowmbi (Odden 1991), where the height of suffix vowels is
identical to that of the nearest (non-low) stem vowel,

(500 Kimatuumbi vowels.,
in 1 g3 &
[chosed) - - .
[closed] = .
[closed] =

Kimatuumba (Odden 1991, ) is a Bantu language spoken in Tanzania that contrasts four
vowel heights among the vowels in (50). While all the vowels in (50) are contrastive, the
height of all non-stem-initial vowels is predictable. The height of the stem-initial vowel is
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realized on all subsequent non-low vowels. All vowels following the low vowel @ are
either high, ¢ w, or low, a. While these gencralizations hold morpheme-intemally,
alternations found in suffixes indicates that there is an active process of harmony in the
language. For example, the first vowel of the passive suffix always surfaces as a front
vowel, but its height s determined by the preceding root vowel, as seen in (31).

(51) Kimatuumbi height harmony.

passive — ifw causative — iy
asim-ilw-a ‘borow” ut-iy-a ‘to make pull®
kun-ilw-a ‘dance’ yib-iy-a ‘to make steal”
twak-ilw-a ‘lift a load’ yuyirs-ry-a  ‘to make whisper'
uig-lw-a ‘bathe’ buk-1y-a “to make pat”
keengeemb-elw-a ‘uproot tubers” gaonj-ey-a 1o make sleep’
bool-elw-a ‘tear bark off atree”  Eeeng-ey-a  “to make build
kimgam-ilw-a "follow” kingam-iy-a  “to make follow’

kaat-iy-a “‘tor make cut”

The assimilation in (51) is a complete height harmony since the assimilating vowel
always surfaces as the same height as the preceding vowel. Odden (1991, see also
Clements 1991, Parkinson 1994) argues that the result of complete height harmony is an
assimilation for all vowel height features, expressed as sharing the Height node.

{52) Complete height harmony in Kimatuombi.
1 i i ] £ €
Height Height Height
Igll E\-!H I*-!ll
||:II] (41
[l

The fact that the wigger and target surface with identical heights is reflected in the
structures in (52), which share all height featres. Complete height harmony is distinet
from partial height harmony, then, in both its effect and its formalization. In partial height
harmony, the target does not surface with the same height as the trigger, and the two
vowels share only a single occurrence of [closed].

(53) Complete versus partial height harmony.
a, b.

i-a—=i-i -8 —i-¢

L___...—-""'-.-. ;/
[ell L&l
[r.-lll [=]

A comparizon of the effects of these two types of height harmony reveals another, more
important difference between them. Complete height harmony reduces the potential for
contrasts. In Kimatuumbi, for le, on only possible height contrast must be realized
on the stem-initial vowel, since all sul uent vowels have predictable height. In contrast,

partial height harmony tends to preserve contrasts. In Mzebi raising, height contrasts are
maintained in the yotized forms for all vowels except for ¢ and o, which neutralize with § w.
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(54) Height harmony and height contrasts.

Kimsatuumba Nzebi
i—=i ti i—+i fi
1=+ li e=i fi
=i fi E=g i
ad=E fi

Recall that an assimilation for the Height node entails a Max[cl] violation, since a
shared node requires the “deletion” of the onginal node. On the other hand, panial height
harmony does not incur a Max{cl] violation since all underlying features are faithfully
present in the cutput. At least with respect to height harmony, Max acis as a consiraint that
favors that maintenance of contrasts.

5 Other Accounts of One-Step Raising

Kirchner (19%6a, b) provides an analysis of the Nzebi facts within the framework of
optimality theory. In his analysis, the Nzebi vowels are specified for the binary features
[high], [low], and [ATR] as in ).

{53) Nzebi vowels in Kirchner 1[996a, b).

in eso ED a

high + - - -
low = - - +

ATR  + + - -

Kirchner (1996a, b) analyzes Nzebi raising as being morphologically conditioned.
Raising, in this analysis, is analyzed as satisfaction of the constraint Rasing (56).

{36) Raising,
Raising = maximize vowel height (in verbs when occurring with certain
tense and aspect affixes).

To mitigate against the complete satisfaction of Raismvg, Kircher (1996a) posits
constraints (57) that are satisfied when an output vowel “preserves” the feature
specification of the imput vowel (i.e.. these are functidnal equivalents of “identity
constraints™ and are replaced by PARsE in Kirchner 1996b),

(57) Preserve constraints.
PrRESERVE[low] = if [low] is specified ot in the input, it is specified @ in

the putput.

PRESERVE[ATR] = if [aTR] i5 specified o in the input, it is specified o in
the cutput.

PresErvVE[high] = if [high] is specified o in the input, it is specified o in
the output.

Kirchner (1996) then establishes a disjunction realtion for pairs of the PrESERVE
constraints, so that the disjoined constraints are satisfied as long as one of the two is
satisfied. Thus (58.a) is satsfied if a vowel preserves its specification of [low] but
changes its [aTR] specification, or if a vowels changes its specification for [low] but
preserves ils [ATR] specification.
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{58) Disjoined PRESERVE Cconsirainis,
i. PRESERVE[low] v PRESERVE[ATR] = the output must have an wdentical
specification as its input correspondent for either [low] or [aTR].

b. PrRESERYE[high] + PRESERVE[ATR] = the cutput must have an wentical
specification as its input correspondent for either [high] or [aTR].

If these two constraints are not ranked with respect to each other, bur both are ranked
above RalSING as the tableaux from Kirchner (19%6) demonsteate. In Tablean 21.a. the
first two candidates satisfy both PRESERVE constraints, but the second candidate incurs
fewer violations of RalsinG, and is therefore optimal.

Tableau 21
[low]or [sTR] | [high] or [aTR] Ralsmic

4, a4—=a : ELEd]

e = = + [low] | -
a—re Ll ] — = + [aTE] .
a—i bl ] *

b, E—=a — — + [low] 1 *x[*
gE—E : !

o E—e —— + [aTR] L — — + [ATR] ¥
E=il — — + [aTR] ] *

C. B—=d * i + — — [ATH] s
E—E + — — [aTR] i + — — [ATR] 4
E—e i *|

o opj i = =+ + [high]
ia O i * T
i—=E + — — [ATR] 1 * **
i—se 1 + — — [high] *

=i i

Problematic to Kirchner’s approach is that it does not properly rule out two-step
raisings, while such raisings (outside of complete height harmony) are unattested, Two-
slep razings in Tableaw 21 are ruled out because of the inventory of Nzebi, and the
constraints that Kirchner (1996a) allows to be in the disjunction relation. He states that “A
pair of faithfulness constraints may be disjunctively combined iff they refer 1o features
which define contiguous refions on some phonetic scale.” Oddly, the among the features
[high], [low], and [aTR], the two features most clearly defining contiguous regions on the
height scale are [high] and [low], both of which refer (acoustically) to F, and
(articulatorily) to height of tongue body, yet these two features ane not disjoined. Instead,
[aTr], which refers to pharyngeal volumne or tongue root advancement, is disjunctively
combined with height features, That is, the disjuncticns in (38} do nat follow Kirchner's
[ 1996a) guidelines.

Mare problematic for Kirchner's analysis is that it makes the wrong predictions for
Sesotho. As shown in Tablean 22, the same ranking that Kirchner (1996} posits for Nzebi
fails 1o select the correct candidate in Sesotho. MNotice that the candidate selected in Tablean
22 is nwo steps higher in the output than in the input.
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Tableau 22

E—B [low] ar [ATR] 1 [high] or [aTR] RALSING
a. E—a — = 4+ [low] 1 ke
b. E—E ' b i
.7 E=e — — + [ATR] 1 —+[am *1*
dw g P — 4 [ATR *

e, E—1i *| 1 L

Ancther problem with Kirchner's (1996) analyzis is that it fails 1o rule out lowerings.
Candidate (a) is ruled out in Tableau 22 on the basiz of Raising. Intervening constrainls
could allow the disjoined PRESERVE constraints of Kirchner's (1996) analysis to pick
candidates that lower one step.

6 Conclusion

In this paper, a new model for the description of vowel height was propesed.  This
new approach, the incremental constnction model, charactenzes vowel height contrasts as
increments along a single phonetic scale, where each height is comelated with an
{additional) occurrence of [c]]. The representation of vowel height in the incremental
constriction model as a continuem is consistent with the view of many phoneticians that
vowe] height should be characterized in terms of Fl (e.g., Lindau 1975, Tranmiiller 1981).
In addition, this approach allows for a straightforward accoumt of languages like Nzebi,
Lena Spanish, Servigliano Italian, and the Sotho languages including Setswana in which
vowels of several heights raise one-step. One-step raising in these languages is elegantly
described in terms of a single feature, [cl],

The discussion of partial height harmony in this paper has revealed a generalization
concemning this phenomencn, which is unmentioned previously. All partial height
harmonies involve one-step changes, and all such harmonies involve raising. That is, if a
vowel assimilates to another for height and does not attain the height of that vowel, then the
harmonizing vowel raises one step.

This generalization 15 missed in all other accounts of vowel height (Parkinson 1994,
1995), but falls-out natrally from the description of vowel height in the incremental
constriction model. The number of languages that exhibit partial height harmony (listed in
Table 1) and bear out the predictions of the incremental constriction model demonstrate that
this generalization is both robust, and imporant for an approach to the phenomenon to
capture. :

There is evidence that the generalizations that hold of partial height harmonies are also
true of morphological raisings as well (Bradshaw 1995, Parkinson 1996). Languages such
as Gbanu (Bradshaw 1995), Basad (Schmidt 1994), and Imonda (Seiler 1985) exhibit one-
slep raising in certain morphological contexts. Raising in these languages is easily handled
incremental constriction model as the insertion of the feature [cl], but more problematic for
other approachs. If all morphological shifis are indeed one-step raisings, then this can be
viewed as additional support for the incremental constriction model,
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language inpur oulput | trigger
a f| Basque, Woleaian a - e high vowels
b § Uyghur ali = & higher vowels
= Loniu a -+ £ 1
d | Nzebi a £ high vowels
ED _, ‘TO
e i
o u
e || Basad a e morphelogical conditioning
E2 -+ co
eq ]
f. [| Lena Spanizh | a I high vowels
co iu
g. [| Imonda a £ morphological conditioning
o i
e2 i
o u
h. || Ejagham, Kikuria, Gitonga, Zulu E3 — B0 high vowels
i. || Gbanu ga _, ¢coO morphological conditioning
eo iu
j. || Servigliano Italian ED R high vowels
ga iu
k. || Sesotho, Tswana, Northern g2 _, co | hghervowels
Sotho, Konzo, Kinande 1y iu
Table | Languages exhibiting partial height harmony

The discussion of alignment constraints in this paper revealed that with respect to height
harmony, such constraints vary with respect to only three parameters. The implication of
this limited range of variation allows for all height harmony to be accounted for with a
small number of constraints. Such economy is 1mportant in a theory such as opamality
theory (Prince and Smolensky 1993) in which all constraints are posited to be universal. In
addition, restricting variation among alignment constraints referring to [cl] suggests that the
economy found for height harmony may be found in other segmental assimilations as well.

Finally, the differences between partial height harmeny and complete height harmony
was shown to include both the loss—preservation of height contrasts and a different ranking
of Max. This poses the guestion as to whether Max plays the role of preserver of contrasts
with respect to other phenomena as well. This, and the questions posed above, remain for
future research.
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Base-Identity Effects in Runyankore Reduplication”

Robert Poletto
1 Introduction
The complicated verbal morphology of the Bantu verb has provided rich soil for investi-
gation into the behavior of morphological and ic elements in phonology. During

the past fifteen years, study into the nature of reduplication has included much work
within the realm of Bantu werbal reduplication (Marantz 1982, Odden & Odden 1983,
Mutaka & Hyman 1990, Downing 19%4a, b). Much of the more recent work has been in-

spired by d.evelﬁmu in the theory of phonology, including Optimality Theory (Prince
& Smolensky 1993, McCarthy & Prince 1993) and Correspondence Theory (McCarthy &
Prince 1995). This Ipaper is an examination of the reduplication system of the Bant lan-
guage Runyankore', which is srolu:n in the Ankole district of southern Uganda. I is
closely related to Rukiga as as to Runyoro, Rutoro, Haya and Kikerewe (see Odden

1996).

The focus of this discussion is the set of constraints on reduplication in Runyank-
ore and how they interact to result in an incomplete copy of the verb stem. Of special in-
terest is an asymmetry between the location of the causative morpheme [y] in the redupli-
cant (the copied or matching segments) and the underlying base (the source for the
copying). As seen in (1), the causative lies in the pre-final position of the verb. Redupli-
cation of a non-causative form in (2) illustrates the copying of segments from base into
the reduplicant {underlined). The copying involves adjacent segments, [reeb], and the
vowel [-a], which is required by the grammar. However, in the reduplicated form of a
causative, the copying skips the segments [-ir-] in the reduplicant, as in (31

n oku-reeb-a ‘to see’
oku-reeb-y-a ‘to betray™”

" Research for this paper was supported in part by M5F Grant SBR-3421362.

' All the data herein were elicited by me from Patrick Bamwine, a native speaker of Runyankore. 1 would
like to thank him as well as David Odden and Beth Hume for their advice on this research. Thanks also to
Frederick Parkinson for his fesdback on this manuscript.

* While most causative/transitive forms are transparently related 1o the non-causative form, some are less
obviously related.
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(3 a-reeb-ire ‘sthe saw’
a-recha -reeh-ire ‘sihe saw aver and over'
() aqeeb-ize « Ja-rech-ir-y-e/ ‘she betrayed” (hesternal®)

a-recbya-reeb-ize «— Ja-RED-reeb-ir-y-e/  ‘w'he betrayed over and over’

The morpheme [ ], located in pre-final position, interacts with the [r] of [-ire] to produce
[z]. Thus, it is adjacent to the [r] in the surface base. However, the [y] appears next 1o the
[b] of [reeb] in the reduplicant even though it is not adjacent to this segment in the sur-
face hase.

In this paper, | will provide an account of the main features of Runyankore redu-
plication in order to demonstrate the relationship that exists between the reduplicant {the
copied segments) and the base (the segments that are copied from). [ will demonstrate
that a set of constraints on well-formedness (Prince & Smolensky 1993, McCarthy &
Prince 1993, 1995) can predict the unusual copying of the causative morpheme into the
reduplicant, despite surface discontinuities. As [ will show, this analysis depends on the
ordering of the causative morpheme with respect to the other morphemes of the verb in
the input to the phonelogy. This ordering allows us o account for the asymmetry be-
tween the surface reduplicant and the base and the failure of the morpheme to appear in
the reduplicant in some verbs.

This discussion is organized as follows: in Section 2, [ provide a short description
of reduplication in Runyankore. Section 3 examines how a set of ranked constraints
might account for the properties of reduplication in this language. In Section 4, [ review
the segmental mutations that occur, and their interaction with reduplication in Section 5.

1.1 Theoretical Assumptions

In my discussion of the verb in Runyankore, I will use the following terms: root, stem,
macrostem, base, and reduplicant. The verb in Bantu languages is classically analyzed in
a hierarchical fashion. Of particular importance is the verb stem, which compnses the
root, dervational m {like the causative), the final vowel, and the reduplicant (see
especially Hyman 1990 and Downing 1994a b regarding reduplication). This structure is
shown in {4 ). Another structure that FJ.ays a role in reduplication is the macrostem, which
subsumes the stem and the object prefixes.

(&3 The hierarchical structure of the Bantu verb
oku-bi[kara-karaanga, ‘to dry roast them, over and over'*

VERB
____...--"""-._‘-"‘""--..
PREFIX(ES) MaCROSTEM
’ STEM

_.--"""HT‘-H""'--._

ROOT FIMNAL
‘

INF o

RED
oku  h[ lﬂl karaang a

" The hesternal refiers 10 actions that ook place vesserday
* Subscripted numbers afier promouns indicase the noun class to which the object prosoun refers.
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The root is the core of the verb, Most roots are either CVC or CVVC/CVNC, though
there are other forms, such as CV, or CVCVYVC, The final vowel is & morpheme that
varies according to the tense and mood of the verb. It is [-a] in most indicative moods. In
the subjunctive and hypothetical, it is [-e] and in a number of past tenses it corresponds o
the morpheme [-ire], wraditionally referred o as the perfective. The reduplicamt is the
copied portion of the verb. The base refers to the segments that are used as the source for
copying. [ will assume that the reduplicant is located within the stem. The evidence for
this will be discussed in Section 2.1,

Tone in Runyankore is lexically marked. The verb [oku-%ara] ‘to go crazy’ is
toneless while [oku-34ra] “to cut’ is high toned. The high tone normally falls on the lefi
edge of the stem. There is no tone spreading. In addition to the lexically underlying tone,
certain verb tenses require a high tone. For example, the hesternal tense, puts a high tone
on the syllable containing the second mora of the verb (the V2 pattern} if the verb is
toneless, [a-baziirire] *he sewed’ and on the final (with penult retraction) if the verb is
high toned [a-karaanjire | *he dry roasted’. The W2 pattern is helpful in determining where
the left edge of the stem lies,

The theoretical framework [ will be using is that of Qptimality Theory {Prince &
Smolensky 1993, McCarthy and Prince 1993, 1995). In this framework, the grammatical
form of an input is selected from a candidate set of parses. The grammatical parse best
satisfies the requirements of a set of ranked constraints on well-formedness. According 1o
Prince & Smolensky (1993) the set of constraints is universal and individual differences
between languages result from different rankings of the constraints. The task is to dis
cover which ranking will result in grammatical forms being selected (out of a theoreti-
cally infinite set of possibilities). McCarthy & Prince (1995) describe sets of constrainis
that require faithfulness between input and output forms and between input/output and
reduplicated forms. The ranking of these constraints along with other constrainis on the
form of Runyankore verbs will be shown to predict the patterns found below.

2 A Description of Reduplication in Runy ankore

Verbal reduplication in Runyankore has the meaning of repetition, usually expressed as
“over and over”, It also has a sense of an action done poorly, offhandedly, or incom-
pletely. For brevity, I will use ellipsis (...} after the verb to indicate this additicnal
meaning.

Reduplication involves infixing the reduplicant at the beginning of the verb
stem—s0 that the reduplicant is also part of the stem. The reduplicant is formed by
copying a [CVC], [CVVC], or [CVNC] sequence from a base (either the stem or the mac-
rostem if the stem is insufficiently long) and attaching the vowel [-a]—the final segment
of the reduplicant is always [a] (for example, see (52)). In the infinitive, the copyng of
the CVC s is exact—all the features are copied obeying constraints on faithful-
ness of identity between the baze and the reduplicant (McCarthy and Prince 1995). [ un-
derline the reduplicant and use the left bracket, [, to indicate the left boundary of the
slerm.

(5 a okufreeb-a ‘o e’
oku| reeba -reeb-a ‘o see "
b. oku[Sek-a “to laugh®
okuffeka-sek-a ‘to laugh ...
c. oku[kwaat-a “to touch”

oku| kwasta -kwast-a "o grope”
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d. okufbagar-a "to U-"!EJ
oku[ baga -bagar-a ‘o weed ...
e, oku[Sohor-a ‘1o go out”
okuj 3ok -Sohor-a “to goout ...

In forms of the verb with the perfective suffix [-ire]* {required by some past tenses
and some moods, such as the hortative), the last consonant of the stem mutates before the
vowel [i] of [-ire]. However, this effect is not copied to the reduplicant, where the last
consonant remains faithful to the input. These are seen in (6), where an infinitive is con-
trasted with a verb form having the perfect suffix.

(6) a okulheck-a ‘to camy '

a-kAd[heed -ire ‘he should carry' (horative)
a-kid] heeka -hes -ire ‘he should carry ..."

b. oku[bar-a “to count’
a[baz-ire “sthe counted’
afbars -haz -ire ‘sihe counted ...

¢. oku[huut-a “to drink from a bow]"
a[hits-ire ‘s/he drank from a bow|"
ot -huues-ire ‘s/he drank from a bow] ..."

d. oku[jeend-a ‘1o g’
afjeens -im ‘s/he went®
afjeendd-jeenz-ire ‘s/he went ..."

e. oku[kwaat-a ‘to catch’
a[kwaans - “s/he caught”
alkwaatd -kwasts-ire ‘sihe caught ..."

There is a further complication involving the affix [v], which marks the causative
or the facultative (1o vEre with). In general. the causative morpheme [y] occurs on the
stem-final consonant, as shown in (7 )

(7} a oku[gab-a “to divide'
ckujgab-y-a “to divide with®
b. okulkam-a ‘1o malk”
oku[kam-v-a ‘o enable to give milk’
c. okulrim-a ‘to cultivate’
oku[rim-y-a ‘1o cause to cultivate”
d. oku[Zutam-a 1o sit”
oku[Sutam-y-a ‘1o cause to sit”

* The suffix [-ire] is ome of three verbal affixes that causes a palatalization/sprrantization effect in cons-
mants {the ather two ane the cawsative Irf] and the nominalizing suffix [i]). Historically, these all derive from
the proto-Basu superhigh vowel [{]. Mot all oceurmences of the vowel [1] in Runyankore result in palatali-
ratonfspirantization, however. Becawse of this. these morphemes probably have to be specially marked in
the lexicon as invoking a particular constraint.
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However, if the final consonant is a coronal or dorsal the morpheme [v] causes some type
of consonant mutation: coronalization of dorsals, depalatalization of alveo-palatals, and
spirantization of coronal stops, as shown in (8).

{8} . oku[gor-a ‘to buy'

oku[guz-a ‘1o sell’

b. okuftaah-a “to enter”
ckultaas-y-a “to bring in”

c. okufhtk-a 't arrive’
okufhié-a (- [-hitsya [} 't cause to arrive’

d. okw{dog-a ‘1o wash®
okw[doz-y-a ‘1o wash (i)'

As noted ahove, this morpheme always appears just before the fast vowel of the
verb. Thus, we find that in the perfective, it mutates not the last consonant of the root (as
in (8)), but the consonant [r] of the perfective suffix [-ire]. Hence, the causative mor-
pheme eppears on the last consonant of the verb stem. The cavsatives forms in (%) con-
trast an infinitive, with the final vowel [-a). and a perfective (the hesternal tense), with the
final morpheme [-ire .

{90 a. oku[rdob-yv-a ‘to wet down'
afroob-ize “s/he wel down'
b. okufhunam-yv-a ‘1o guiet”
a[humam -ize ‘sihe quieted”
. oku[rech-ya ‘Lo beetray”
a[rééh-ime ‘whe betrayed’

The behavior of the reduplicant with respect to the causative morpheme is of par-
ticular interest because the causative morpheme or its effects appear in the reduplicant, as
well as in the base, as illustrated in (10].

(100 & oku[hika ‘to arrive’

oku[hita 'to cause (o arrive’
okof hita -hita 'to cause [o arcive ..

b. okuftazha ‘to enter’
oku[taas-y-a "t bring in'
okul taasya-taas -y 'to bring in ..."

c. ckw[doga "t wash’
okw[doz -y ‘to wash (ir.)"
okow| ddzya-yooz-y-a ‘to wash ... {ir)"

However, as shown in (11), the spirantizing/palatalizing effects of the affix [-ire] are not
copied to the redupl icant.

(11} a okwldoga ‘1o bathe'
a[yoj-ire ‘s/he bathed'
a[yopa-yoj-ire ‘she bathed ._.°
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b. okul&dunda “to churn’
a[Euunz -ire “sihe churned”
a[uunda -Euunz -ire *s/e churned ...

. oku[mera ‘to germinate”
bi[mez-ire ‘they, germinated’
bi[meri -mez-ire ‘they, germinated ..."

Recall from (9). that the causative [y] always appears just after the last consonant
of the word. Because this effectively shifts the causative [v] away from the edge of the
first CVIC of the base, one expects no palatalization or spirantization in the reduplicant.
However, as the following reduplicated forms demonstrate, even if the causative [v] is no
longer adjacent to the copied CVC from the base (because it has shifted to pre-final posi-
tion), its presence or effects as still found in the reduplicant.

(12} a oku[bara “to count’

oku[baza “to cause to count”
afbagsd-har-ize « bar-ir-y-¢ *sthe caused to count’

b. afhié -ire “sthe amved’
afhiks -hié -ire *sihe amrived ...
afheid-hié -ze ‘s/he caused to arrive ...°

c. oku[guza « gur+y+a “to sell” { “caose to buy”)
algur-ize “sthe sold”
alguzd-gur-ize ‘shhe sold ...

The reduplicant copies the [y] of the causative morpheme, even theugh it is no longer
contiguous with the other copied segments in the base,

The main problems to be accounted for in this discussion relate o the reduplica-
tien pattern and the asymmetry between the perfective and the causative and their re-
spective effects on the reduplicant and base” Once the principles governing reduplication
have been introduced, an account of the interaction of reduplication and segmental Iphu—
nology will be undemaken. The copying of segmental features into the reduplicant from
the base will be shown to be a consequence of the hierarchy of constraints responsible for
copying of segments and features.

2.1 Reduplication and the Stem

The data presented thus far suggest that the reduplicated material is taken from the lef
fﬁt of the stem and is prefixzed to the base. However. | have assumed thus far that the

uplicant is infixed into the stem—it is in the stem, In other words, the left edge of the
reduplicant and the left edge of the stem coincide (see McCarthy & Prince 1993 for a
further discussion of alignment). Below | provide independent evidence from the place-
ment of tones in the language that argues for an analysis that includes the reduplicant in
the stem.

21.1 The Stem as a Tonal Domain

The data in (13) show reduplicition of high-toned verbs. The lexical high tone stays at
the left edge of the stem. A morphological constraint on tonal association compels a lexi-
cal high wone 1o align to the left edge of the stem.

{13) a. oku[idra “to cut”
okuf Sdra-sara “to cut over and over’
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b. oku[rima "t bite”
ki i -rum ‘to bite over and over’

. okufkdraanga ; 't dry roast’
oku[kira-karaanga ‘to dry roast over and over'

Another principle of wone assignment (one that 13 morphologically conditicned) requires
tomeless verbs to have a high tone on the syllable that contains the second mora of the
stemn® in certain verb renses: the V2 patiern. As the habitual forms in (14) demonstrate,
the high tone of the habitual stays on the W32 syllable in both plain and reduplicated forms
af the verhb.

(143 a[bazfira ‘she sews” albazd -baziira ‘she sews
a[Zohdra ‘sfhe goes out' a[sohd-sohora ‘s/he goes out ..."
a[haandiika ‘s'he writes' alhaandd-haandika ‘sthe writes ..."
a[gurika ‘sithe jumps’ urd-guruka ‘srthe jumps ...
aframitsya  “she greets’ aframs -ramutsya ‘s/he greets ...
a[jéénda ‘s’he goes’ a[feends-jeenda 'she goes ..."

The demain of these tonal principles is the stem as defined in (4) above (see also Poletio
1996, In order to consistently predict the location of this high tone, the reduplicant must
be counted as part of the stem. Therefore, as shown by the tonal evidence in {13) and
{14, the reduplicant forms part of the morphological stem.

212 Monosyllabic Roots and the Steri

The reduplicant 15 not simply a copy of segments from the stem but must also satsfy a
requirement of minimal size, The reduplicant must be two syllables long, adhering to a
binarity constraint, If the stem is ar least two svllables in length, then the reduplicant will
be disyvllabic. However, if the base for reduplication, the input stem, is too short, there
may not be sufficient segmental material to create a binary reduplicant. If the base con-
tains a glide, as in (15}, then reduplication may take place. The glide is moraic in the in-
put and can contribute a mora to the reduplicant, allowing it to be binary (two morae),
However, if the base does not contain a glide, then a binary reduplication cannot be cre-
ated, as seen in (16}

(15} a oku[mwa ‘1o shave'
oku mwaa-mwa ‘to shave ..’
b. nibd[rya ‘they are eating’
nibaf rydd -rya ‘they are eating ..."
{16) a okd[fa ‘to die’
*olu[ fi-fa, *okulfia-fa “to die ..
b okufza ‘to go to"
*oku[za-za, *okufzas-za ‘to go out ..."
. okusa ‘to grind’
*oku[ = -sa, *okul san-= ‘to grind ..."

" If this mora is in either position of a long penult, the result is o falling tone.
" Two details must be aoted: (1) coda nasal consonants are not counted in cabeulating V2, even though they
lengahen a preceding vowel and {2} & high tone retracis from a final syllable, owing 10 phease-final positon
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Note that in these example, we might expect the final vowel of the verb to be long, be-
cause of glide formation and compensatory lengthening, illustrated in (17). However,
long vowels never appear at the edge of the word (see Odden, this volume, for discussion
of a similar phenomenon in Kikerswe). This appears to be a high ranked constraint in the
language. But, because the reduplicant is word-internal, glide formation and compensa-
tory lengthening will produce a long vowel and thus satisfy the binarity requirement.

{17y Glide Formation and Compensatory Lengthening
1l Y,
m ua __ mw i

One strategy that the language uses 1o satisfy the binarity requirement on redupli-
cants is to recruit the object prefix into the reduplicant, as in (18 ).

(18} a. okufsa "to grind”
oku-hi[sa ‘to grind it
nidia- bii[sa -busa “to grind ity ..."

b. okd-rya ‘1o cat’
oku-bi[rya ‘toeatit,’
ol bil[rya-burya ‘foeatit,, ...
c. oki[nwa “tor drink’
oku-gd[nwa ‘to drink it,"
oku-gi[pwa-ganwa ‘to drink it, ..."

Here, the base is defined in terms of the macrostem, which includes the object prefix, The
fact that the object prefix segments appear on the right as well suggests that the redupli-
cant is suffixed in these cases. However, this fact can be analyzed as a means to satisfy
the reguirements on reduplicant and verb well-formedness.

3 A Ranked Constraints Approach to Reduplication

This account of the reduplication of Runyankore verbs will use a set of ranked constraints
1o evaluate the well-formedness of surface forms (Prince & Smolensky 1993). Following
McCarthy & Prince (1995), [ will also assume that there is a set of constraints on faith-
fulness hetween input and output. A family of surface-to-surface faithfulness constraints
is crucial for an analysis of reduplication as well. These constraints ensure that the redu-
plicant, which i1s phonologically empty in the input. contains segments that are phonol-
ogically similar to (subject to other constraints on well-formedness) the base on the sur-
face or the input to the base (reduplicant-base faithfulness and input-reduplicant
faithfulness, respectively).

As we saw in section 2, the reduplicant 15 always binary al some level of analy-
sis—disyllabic or bimoraic. Following Dowming (1993), the constraints on the length of
the reduplicant are that it must be a foot and that feet are binary.

(19 The reduplicant must be a foot RED=FT
(200  Feet must be binary (at some level of analysis) FrBr

Along with the constraint on binarity of feet, FTBiN (Prince & Smolensky, 1993),
REp=FooT requires only binary reduplicants 1o surface. The location of the reduplicant is
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specified by constraints that require it to prefix to the stem-base and 1o be anchored to the
left edge of the stem-base. Specifically, the reduplicant must be anchored o the left edge
of the stem,

(21}  ALiGN{RED, LEFT, STEM, LEFT) ALGN-L
Align the left edge of any reduplicant with the left edge of some stem.

(22) Lerr-AnCHOR(RED, BasE) Anch-L
The reduplicant should be anchored to the left edge of the base.

ALIGN-L requires the left edge of the reduplicant to align with the left edge of the stem.
The result 15 that the reduplicant is always included in the stem (as shown by tonal as-
signment). The anchoring constraint AncH-L requires the reduplicant to anchor to the left
edge of the base. Since the reduplicant is also parn of the stem, the reduplicant will be an-
chored not with the stem on the surface but with the base, which is defined in terms of the
input stem or macrostem. Because the reduplicant is phonologically empty, there is no
segmental material to be copied. Thus, the segmental material at the left edge of the base
coincides with the segments at the left edge of the verb root, which is the lefimost mor-
pheme in the stem. This ensures that the reduplicant can be included in the stem on the
surface. The fact that the segments copied are also part of the stem supports the corre-
spondence relationship between the input stem and the output reduplicant. The reference
to the input base in the ANCH-L constraint avoids the problem of a circular reference 1o
segments in the reduplicative morpheme when evaluating its anchoring—=the result if an-
choring also referred to the left edge of the stem on the surface.

The constraints on reduplicant well-formedness must outrank the constraints that
would require total copying of all elements in the base to the reduplicant:

(23) Max-Base REDUPLICANT Max-BR

The Max-BR (McCarthy and Prince 1993) constraint requires every segment in the base
to also appear in the reduplicant. However, if the base is longer than a foot the entire base
cannot be copied into the reduplicant. In such a case, only the segments necessary to sat-
1sfy FTBin and RED=FT are copied in the reduplicant. Thus, the following ranking must
hold.

(24)  Rep=Fr, FTBIN, ALIGN-L, AMCH-L >=Max-BR
This ranking is demonstrated in the following tableau. The curly braces [ |" represent
the boundaries of a foot (which [ will mark when necessary for clanty). [ will be assum-
ing that the word is not exhaustively footed and the lack of curly braces indicates that the
reduplicant is not footed (violating RED=FT, but not FTBIN).

Tableau 1 oku + kiraang + a + Rep “to dry roast ..."

RED=FT ; FTIBN ; ALiGNL ; AncHL | Max-BR
& g okuf{kira}-karaanga i ' 1 ANgd
b, okufki-kiranga T i i ranga
. oku[{kdrasnga }-karaanga I H
d._ okufkd{kara}-raanga ' T aanga
e okul{rddnga}-karaanga i H ! ka

Candidate (2) succeeds because it satisfies all the constraints on reduplicant well-
formedness. Runyankore is very strict regarding the formation of reduplicants and will
only admit a few exceptions. Candidate (b) fails because the reduplicant is not a foot.



Candidate (c) fails because the foot constructed over the reduplicant is not binary. Candi-
date (d) fails because the reduplicant is misaligned with respect to the left edge of the
stem. Finally, candidate (¢) fals because the reduplicant is not anchored with the left
edge of the base, [karaanga].

Consider, the following reduplications where the basze is longer than two sylla-
bles. Reduplication fails to copy the vowel of the second syllable of the base. The sound
[a] is substituted in its place.

(25}  oku[ama-ramutsya “to greet ...
okuf reemba-reembesereza “to comfort ..."
oku| foha-5ohora ‘o goout ..

The last vowel of the reduplicant is not copied from the base (as is suggested in
Tableau | —only the first CVC or CVVC is copied from the base. A separate constraint
requires the reduplicant to end in the vowel [a], regardless of the vowel in the input base.
What would compel this requirement? Downing (1993) argues that reduplicants in
Kikuyo and KiNande also end in the vowel [a] because the reduplicant must be a
“Canonical Stem” (cf. Peng 1992) defined by Downing as folkows:

1. Prosodic constraint: Must be a syllabic trochee.

2. Morphological constraint: Must look like a verb stem by ending with Final
Vawel /-a/

One potential difficulty with this understanding of reduplication lies in identifying what a
canonical stem is. Generally, the stem is considered to be the verb root, derivational af-
fixes (such as [-ir-] ‘for” and [-an-] ‘each other”) and a final vowel which contributes in-
formation about the mood and tense of the verb. For example, in most indicative present
tenses, the final vowel is [a). However, in the subjunctive, the final vowel is [-e]. In fact,
the terminclogy “final vowel™ might be an unfortunate misnomer because the perfective
morpheme, [-ire], occupies the same space as the final vowels [-a] and [-e]. Perhaps
“final morpheme™ would be a bemer choice. But, “final vowel™ is accepted in the litera-
ture on Bantu morphology and phonology and I will retain it for wadition, if not for per-
spicacity.

(26)  akdi[ heeka-heet-ine *he should carry ...°
a[bard -baz-ire ‘s/he counted ...
houtd -huuts-ire ‘s/he drank from a bow] ..."
nda-jeenz-ire ‘s/e went "

As the words in (26) show, the final vowel of the reduplicant is invariably [a] and cannot
have its origins linked to the surface final vowel (final morpheme).

When Downing was writing these analyses of Bantu reduplication, OT did not
have at its disposal the families of faithfulness constraints collectively referred to as Cor-
respondence Theory (CP, McCarthy & Prince, 1995). In & way, Downing's account re-
quires a relationship between the surface reduplicant and some other idealized stem, the
canonical stem. Constraints in the cormespondence family might provide a means to
evaluate the similarity between the reduplicant and a canonical stem. However, the corre-
spondence constraints refer to specific elements in the language (both on the surface and
underlying). Using comespondence constraints to compel the msertion of the vowel [a] at
the end of a reduplicant requires the introduction of another notion into the grammar—
the canonical stem. Of course, there are many stems in the realm of grammatical verb
forms that cormespond to a grammatical stem. But, referring to them as a class would still
require positing a canonical stem first.
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The notion of canenical stem seems (o be derived from the statistical preponde -
ance of verb stems that have the form [CVCa]. However, the only purpose a constraint
requiring the reduplicant to be a canonical stem serves is to ensure that it ends in the
vowel [a]. The constraints RED=FT and FTBin enforce size requirements that are also true
of canonical stems. Thus far, analyses of Runyankore verbal system do not require any
other reference to the canonical stem. Is the canonical stem a necessary concept? At this
point, rather than appealing to the notion of canonical stem. [ will simply use 4 constraint
that requires the last vowel of the reduplicant 1o be [a]:

(27 AucnRE, RIGHT; [a], RIGHT) REDFV
Align the right edge of a reduplicant with the right edge of the vowel [a].

Because the vowel [a] appears in the reduplicant without a correspondent in the input or
in the base, we know that the REDFV constraint must outrank a constrainl penalizing the
insertion of a segment into the reduplicant that is pot in the base: Dep-BR.

(28 A segment in the reduplicant

must have a cormesponding segment in the base: Der-BR
Tableau 2 oku[Fohora + RED to goout ...
REDFV ! FrBin : Al ! AwcHL | Max-BR ! DeEP-BR
® o okul{foha}-Sohora / 4 ; oz | 4
b okul{ioho}Bohora | =1 ! l \ .
¢ oku[{hom p-fohora i . ! " In- !

Candidate (b} fails because the reduplicant does not end in the vowel [a], violating
REDFV. Candidate (a) succeeds despite a DEp-BR violation—the insertion of the vowel
[a] into the reduplicant, This is necessary (o satisfy the REnFV constraint. This approach
sees the segment [a] as not corresponding o any segment in the base—it is inserted by
Gied. Because it is inserted and not licensed by a base-reduplicant identity relationship, it
violates DEp-BR. Recall that there is no segmental content to the reduplicant morpheme
RED. So, any candidate has some number of DEp-IR violations (perhaps analogous to a
*STRUC violation under pre-CT Optimality). One could aliernatively view this as a viola-
tion of IDENT-FEATURE-BR. Under this interpretation, the faithfulness coindexing between
the reduplicant and the base would include a reference between the last vowel of the re-
duplicant and the fourth (in this case) segment of the base, [0]. However, we will reject
this approach because the last vowel of the reduplicant is clearly not supplied by the
base—it is invariably [a], regardless of the “corresponding™ {i.e., positionally equivalent)
vowel in the base, Recalling Downing’s analysis of reduplication, the [a] is present be-
cause of the requirement that the reduplicant be a canonical stem. Under this account
there is funther support for' the argument that the vowel [a] is independently inserted.
Thus, we could imagine a tablean like the following.

Tableau 3 oku[Sohora + RED ‘to go out ..,

REDFV | Dep-BR
o ulu%—.ﬁohm‘n *
b.  okulicho-Eohora _E
¢ okulfohe-fohora *l *
d. _okuffochi-Eohora * =
e.  oku[fohu -Sohora *| *
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Candidate (b) does not violate DEP-BR because every segment in the reduplicant has a
correspondent in the base (assuming at this point that the base is the remainder of the
stemn). Candidates (c)=(e) all incur violations of Der-BR, just as candidate (a) does. How-
ever, like candidate (b), they fatally violate REDFV.

In the case of a long verb, such as [oku-reembesereza], ‘to comfort’, several seg-
ments from the base are not copied in the reduplicant. This resulls in some number of
Max-BR violations. However, the constraints on reduplicant form outrank Max-BR.

Tablean 4 okufreembesereza + RED ‘to comfort ..."

FTBN | RED=FT Max-BR

& o okul{rcemba} -reembesereza i eserea
b, okul{reembe}sa -reembesereza R erem
¢ okof{reembesa}-reembesereza I erega

The more that a candidate satisfies Max-BR the worse it does with respect to REn=Fr
andfor FTBIx. This is further evidence for ranking the reduplicant form constraints above
Max-BR.

Because the constraints on reduplicant form appear not to be ranked with respect
to one another, I will collapse them into more general statement for the purposes of sim-

plicity.
(29  Rep=Fr, FTBiN, REDFY, Avion-L, AxcHor-L = R Foru”

RenFogs is not @ constraint in itself, but a shorthand for a group of related constraints
that rank together in this language, and define the well-formed. properly anchored and
aligned reduplicant. With this shorthand, Tableau 2 appears as follows:

Tableau 2"  oku[Sohora+ REp  ‘togoout...’

REDForM | MaX-BR | DEP-BR
e 5 okuf{3cha}-Schora <m0 .
b__okul{ oo }-Echora ] @ !
& okul{hora }-Sobora * ip- !

3.1 Vowel-Initial Stems

Vowel-initial stems also undergo reduplication. The form of the reduplicant is dependent
upon the length of the base. If the base is VCV, as in {30), then there is copying with the
insertion of a [v] to avoid hiaus between the reduplicant and the base and/or between
vowels, as in (300

(300 okw([ééen-vega ‘1o leam ...
0w [ i - vara 1o spread out ...
okw| ootsva-yootsya ‘1o burm ..."
ok i1 -y 1o steal ..."

* 1 will indicate an abbrevialion of a number of constrainis by nalicizing i
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{31)  a[vega-vefire “sthe learned ..’
a[yeta -vetsire “sfhe called ...
a[yita-vitsine “sthe killed ...

In {300, the glide [y] separates the final [a] of the reduplicant from the initial [2] of the
base. Observe that the epenthetic [¥] is not copied into the reduplicant: *[oku[yéga-
vegal]]l. In (31), & glide appears both between the reduplicant and the base and between
the reduplicant and the subject prefix [a-]. This is evidence that the ONSET constraint is
ranked above the constraint against inserting segments, DEP. Furthermore, Max-BR
would tend to enforce copying of the epenthetic segment from the base into the redupli-
cant. However, this 15 not the case. I suggest that input-reduplicant faithfulness is more
highly ranked and, therefore, preserves the similarity between the input and reduplicant
aver the nead to make the reduplicant resemble the surface form of the base, as required
by M ax-BR.

To satisty the ReoFogs constraints, anchoring must be viclated. This is evidence
that AmcH-L lies below REDFogs in the constraint hierarchy. The words in (30} have two
AnCH-L violations. Recall from above that the anchoring constraint here applies between
the input base and the surface form. The [¥] is inserted between the reduplicant and the
rest of the base in the output in order to aveid an ONSET viol ation.

(3% Input: aku f { RED -€£-2} 4
Output: akw [ épa - vega

Here the segments marked as *base’ are what the anchoring constraint refers to—
they are not thus marked in the input. Because Bep is phonologically empty, the segment
at the very left edge of the input is the vowel [e]. Thus, even though there 15 a [ v] present
on the surface at the left edge of the remainder of the base (minus the reduplicant) its
epenthetic nature prevents it from being copied into the reduplicant to satisfy Ance-L.
The words in (31 ) have the glide present at the left edge of both the reduplicant and the
base. In this instance, this glide ars in bath locations to satisfy OMSET. The satisfac-
tion of ANCH-L as well as base-reduplicant identity constraints is serendipitous,

Tablean 5 illustrates the evaluation of a vowel-initial stem. Becanse REDFoRM
does not outrank the AwcH-L constraint, candidate (a) will be superior to candidate (h),
which has a prosodically well-formed but a misanchored reduplicant. Finally, candidate
(c) fails because it incurs an O« violation between the reduplicant and the base.

Tableau 5 oku - RED -ég-a ‘to learn ...’

Ons | RemFosw | IR-Fama | Max-BR | Dep-BR

T T

= o okw[£fga-vepa

b olkééza yieg ¥
: owlgggep | 71 | ©

L3

In most cases, if the base is long, the initial vowel continues to be considered part
of the stemn, as in (33}

(33) a okw[iiga-yigura ‘to open ,.."
af yigd -yigura ‘sfhe opens ...’
b. okw(oora-voreka 'to show ,..'

& yora-yareéire ‘afhe showed ...
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However, in some cases. the initial vowel is excluded, as in (34

(3)  ay-es| -yamwiire ‘sihe yawned ...
ay-ce| feri-Seredine ‘she hid ..
ohow -5 Songa -fongora ‘osing ..."
a-ye[Zonga -Songoire ‘sfhe sang ..."

In all of these cases, the vowel in question is [¢]. These forms can be analyzed as
involving the reflexive prefix [e]. This would explain why the vowel is not included in
reduplication.

3.2 Monosyllabic Roots

Consider again the monosyllabic roots that have no reduplicated form, repeated from (163
in (35). They have no means 1o satisfy the binanty requirement.

(35} a okid[fa “to die’
*oku[fi-fa, *okulfda-fa ‘o dig ..."
b. okufza ‘to go "
*okulza-za, *okuzaa-za ‘to goout ..."
c. okufsa “to grind’
*okulsa-sa, *okufsaa-sa “to grind ..."
Thus, no of the forms in (35) can be considered grammatical—there just i no redu-

plicated form of this verb. In order to account for this. the grammatical model must have
a means to nule oot a particular parse. This problem remains an area for further research.

On the other hand, the monosyllabic roots in (36) are able to satisfy the minimal-
ity constraint because the resulting mdugLicanl is dimoraic owing to the underlying pres-
ence of a vowel in the root, which contributes a mora, along with the inserted vowel [a].

(36) a oku[mwa ‘1o shave"
oku[mwaa-mwa “to shave ,.."
b. nibd[rya “they are eating’
niba[rydd-rya ‘they are eating ..."

There is another means by which the minimality constraint FTBIN can be satisfied in
monosyllabic roots lacking an underlying vowel—an object prefix can be ‘recruited” into
the reduplicant, as in (37) (repeated from (18)). If an object prefix is present, it appears
twice—in the reduplicant and before the base. The words in (37b—c) also suggest that
object prefix incorporation is the preferred strategy, even if the verb root is bimoraic.

(37 a oku-[sa ‘1o grind”
oku-bi[sa “to grind i,
okou- biifsa -bosa “to grind i, ..."

b. okii[rva ‘1o eat’
aku-birva ‘o eat it
oku-bufrva-burya oEatity ...

c. okli[nwa “to drink’
oku-gd[pwa “to drink it,”

oku-gd[nwa-ganwa “to drink it, ..."
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Motice also that the prefixal segments of [okud cannot be recruited to satisfy the re-
quirement of blnurlty [com (37} and (35)). Only the object prefizes can be included
in the reduplicant. Why sll':J Id this be? Unlike the prefix [okud, the object prefixes
{including IR: reflexive Dth:Cl prefix [-e-]) are part of a larger constituent in the verb—
the macrostern, which comprises the stem proper as well as the object prefixes and the re-
flexive prefix. The failure of certain monosyllabic roots to reduplicate and the complexi-
ties of prefix incorporation are necessary for a full account of reduplication in Runyank-
ore. However, they are currently beyond the scope of this paper and are the focus of
ongoing research.

4 Consonantal Phonology and Reduplication
In this section, I will present three types of segmental interaction in Runyankore—

coronalization, spirantization and dissimilation, all caused by the causative morpheme,
[¥], and the perfective suffix, [-ire]. The consonants of Runyankore are provided in (38).

(38) Runyankore Consonants
Labial Coronal Alveo- Dorsal Cilottal
palatal
F b td* kg h
v 5% ii
g+
m n i o*

*These sounds appear 1o be present only on the surface,

The sounds [r], [d] and [2] are surface variants of one another. The glide [r] appears in
intervocalic position: [olu-nima) ‘1o cultivate’. The voiced stop [d] appears in post-nasal
ition: [okuu-n-dim-ir-a] “to cultivate for me’. The sounds [d] and [r] alternate with [2]
fore the vowel [T] in certain affixes, shown below. The sound [j] appears 1o be an allo-
hone of [g], ing before front vowels. There are five vowels [a e i 0 u] with [¢] and
i] being closer to [€] and [1].

411 Consonant Mutations in the Causative and Perfective

A number of consonantal alternations take place in Runyankore, Most of these are a spe-
cies of coronalization (see e.g., Hume 1994) or spirantization. Generally they occur be-
fore the high front vowel [i] and result in palatalization, or before the causative mor-
pheme [y] and result in coronalization (with [-anterior]) of the consonant. However, in
some cases, the consonant undergoing the change is already a coronal. In those cases, the
result is usually a type of frication/affrication.

(39  Consonant mutations induced by the vowel [i] in the morpheme [-ire ]
a t—is afhuut + e = afhiis-ire “he: slurped (vest.)'
b. r—z albar + i = a[baz-ie ‘he counted”
c. E—=3  a[hdel + e = a[hees-ie ‘he forged {metal)’
d 2=z albei + e = a[béiz-ire *he carved'
e. k=& afhesk + e = a[héél-ire ‘he carried’
f. g—] _ahiing + i = a[hiinj-ire ‘he cultivated'
35[ROOT +  PERFECTIVE

" This segment frequently is also pronounced as [s]. This alternation is probably socio-linguistically influ-
enced. The closely related Eanguage Rukiga is reconded to make use of this sound before [i]



198 ROBERT POLETTO

In fact, the data in {39} represent three different consonant mutations. The first is a mor-
Fhu—Fi'!Ul‘.llJlﬂgiﬂ-ﬁ“}' conditioned 5pira.nlizal.iﬂ|‘| of a coronal sound ([t5] and [z]). The sec-
ond mvolves the loss of a [~anterior] feature because of an OCP violation involving the
vowel [i] ([3] and [2]}. Finally, we see an example of coronalization in which a dorsal
sound becomes alveo-palatal before [i]. The first two sounds in questions may seem to be
less like a natural class until one conziders the fact that [r] and [d] are positional varants
of each other ([d] only appears after a stop and alternates with [z] in the same way that [r]
does).

The causative morpheme [ y] causes slightly different effects. As the forms in (40}
show, the coronals [t] and [z] spirantize. However, the glide [v] of the causative is lost.
On the other hand, the dorsals [k] and [g] become [—anterior] coronals, with the preser-
vation of the glide.

(400 Consonant mutations induced by the causative

a t=+15 okufhaata + ¥ — oku[haatsa  ‘to cause to peel’

b. r=z okufbara + ¥ —  oku[baza 10 cause 1o count”

¢. k=+tsy okufhika + ¥ — oku[hitsya  ‘to cause to arrive’

d g=—zy _okwjoogn + ¥ =  o[kweozya ‘1o wash (tr.)
INANMIVE +  CAUSATIVE

The coronals [t] and [r] spirantize as with [-ire]. However, the dorsal sounds [k] and [g]
become palatalized coronals. The sounds [5]. [£].and [£] do not participate in this process
_ because of suppletive principles that substitute the alternative causative affix [-is-|

{41y oku[beif-isa “to cause to carve’
okufrass-is-a “to cause to shout’
oku[fad-is-a ‘1o cause to mince”

When a dorsal sound, [k] or [g], is followed by [-ine ], the [—anterior] value of the
vowel [i] must be shared by the consonant. This is accomplished via the linking of the
vocalic [Coronal, —anterior] features to the place node of the velar, replacing it. The re-
sulting sound is an alveo-palatal [&] or []].

(42}  Ceronalization of Dorsals

Inpu: Output:
(k.g] il (& Lil
Foot R:ln-ul R:L:t |
C-PI!I:! C—E‘lia-:c C-Place C-Place
D-)d:'sal V-Pllal:e 1W—P!I&c:l:
Coronal Coronal
[-anterior] E-amclriurl

The constraint that requires this output configuration (the shared V-Place Coronal node)
will be referred to as CORONALIZE.

(43)  CORONALIZE A dorsal sound in the inpurt that is adjacent
1o a front vowel must share the Coronal
place with the vowel on the surface.
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Unlike coronalization, which is widespread and regular throughout Runyankore,
the spirantization of [r] and [t] is conditioned only by a small set of morphemes. These
morphemes are the causative [¥]. the perfective suffix [-ire], and the nominalizing suffix
[-i] fe.g., vkor "work’, [omu-koz-i] *worker™). Historically, all three had the superhigh
vowel *|. Runyankore no longer contrasts the superhigh vowels, *{ and *y from tﬁ; high
vowels (i.e., they have merged to [i] and [u], respectively), However, the spirantizing ef-
fects of the superhigh vowels persist in Runyankere, Because the high front vowel [i] in
these three spirantizing affixes is the same as a nonspirantizing [i], we must resort to a
marpho-phonelogical constraint that requires these sounds to surface as affricates or
fricatives when followed by the vowel [i] in one of these morphemes. The constraint re-
spensible for this is given in (44},

(4d)  SPIRANTIZE An Coranal, [+anterior] sound in the input
should be pronounced as an affricate or
fricative when followed by [v] causative,
[-ire ] perfective, or [-i] agentive, "

The coronal sounds [t] and [r] both spirantize. The alveopalatal fricatives [§] and [¥] be-
come [s] and [z], which will be analyzed as a form of the OCP applving to the feare
[-anterior]. The dorsal sounds [k] and [g] become alveopalatal fricatives—a process
analyzed as a sharing (or spreading) of the vocalic place of the vowel [i]. In order for the
effect of this constraint 1o appear, the SPIRANTIZE constraint must cutrank the constraint
requiring input-output identity, IO-InenT. Furthermore, because the glide [v] is lost when
the causative is the conditioning morpheme, the SPIRANTIZE constraint must be under-
stood to force the deletion of a glide in this context, violating M ax.

Tablean & oku[bar-y-a ‘10 cause o count’
SPIRANTIZE Max
= a  oku[baza *
b. oku[bazya L
c. ohkul[barya .

Finally, let us consider the alternation of [3] with [s] and [#] with [z]. When fol-
lowed by the perfective morpheme [-ire] they surface as [s] and [z], respectively. This is
dissimilation—the loss of the feature [—anternior] because of the [—anterior] vowel.

{45)  [-anterior] dissimilation

L AR [i|]
Roo Root
C-Place C-Ptla:e
VP
Coronal Coronal
[-anterior] [-anterior]

" With further research into the consonantal phonology of Bunyankore, [ hape 1o be abls to "unpack™ the
notion of spirantization.
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The prohibition against the structure in (45) is resolved by delinking or eliminating the
[—anterior] specification on the [§] or [£]. The constraint that enforced this is a member of
the OCP family and [ will refer to it as OCP[-ANT].

(46) OCP[-AnT] A [—anterior] sound may not be followed by
a [—anterior] sound.

In Runyankore the constraint Max-[AnT], which requires [-anterior] specifications to
survive on the surface, must be ranked below OCP[-ANT], as shown in Tablean 7.

Tableau 7 a[beif-ire  ‘she carved”

OCP-ANT] | Max-[AxT]
e o abeiz-irc .
b. a[beiz-ire *l

Even though coronalization, spirantization, and anterior-dissimilation are distinct,
for the sake of elucidating the issue at hand, [ will use an abbreviation to subsume both of
them: Corovar. Failure to mutate before this vowel (the vowel [i] of this affix in par-
ticular) will reselt in a violation of Coronar.

(47y  CORONALIZE, SPIRANTIZE, OCP[-ANT] = CORONAL

The important phonological aliernation relevant to reduplication invelves palatali-
zaton/spirantization. In the non-reduplicating environment, we can deduce that the con-
straint requiring input-outpet faithfulness is ranked below the constraint requiring pala-
talization as shown in Tableau 8.

Tableau & a[bar + ire ‘he counted’

CORONAL 10 DENT

= a a[baz-ie .
b. a[bar-ine .

412 The Position of Glides within the Verb

The causative [y] has another property that is relevant to reduplicative identity—the glide
always appears just after the last consonant of the verb. As we shall see below, in Section
5.1, this will be relevant to the discussion of reduplicated forms of these words. The affix
[¥] always tries to stay near the right edge of the word, as shown by the infinitive and
perfective forms of the verb in (48). The perfective [-ire] becomes [-ize] because of the
cansative—] -ir-y-¢] — [ze].

(48)  oku[reeb-y-a ‘to betray® aréth-ize ‘sie betrayed’
okw-éétaas-y-a (o intrude’ ayee[tddh-ize *sihe intruded’
okufroob-y-a ‘to wet down’ a[rddb-1ze ‘sihe wet down”

The passive morpheme, [w], also behaves in this fashion as shown in (49). This
suggests that rightward shifting is a general property of glides or glide morphemes.

(49} a. okufrech-wa ‘to be seen”
a[rééb-ir-w-e ‘s/he was seen’
b. oku[kdraang-w-a ‘to be dry roasted”

bi[karaanj-ir-w-e ‘they, were dry roasted’
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c, aku[biingwa ‘10 be driven away'
e[biin]-ir-w-e “ity was driven away”

Hyman [ 1995} reports a similar phenomenon in Cibemba, a Baniue language spo-
ken in Zambia. In Cibemnba, the causative and passive morphemes also appear at the edge
of the word, as shown in the data from Hyman in {30). The first column represents the
passive form of the stem and the third column, the passive perfective ([ -ile ]).

(500 cit-w-a ‘be done’ Cit-1l-w-e
filil-w-a ‘be forged” ful-1]-w-e
ém-w-a ‘be cut” em-el-w-e

The causative morpheme [v] behaves the same way. The forms in parentheses in (51 ) ane
the phonetic fcn'n—ﬂu:_cmﬂbina.l.inn of the causative with the perfective results in [3].

(51)  kim-y-a ‘touch’ kum-is-y-e {kum-ig-e)
luf-y-a “lose” luf-is-y-g {luf-13-g)
lis-y-a ‘make cry” lis-is-y-2 {liE-15-e)
SEEM-¥-a ‘make sparkle’ 53AM=i5=y=-& (saam-15-e)

The fact that this effect is found in other Bantu languages supports the notion that
there is a specific constraint responsible for the shifting of glides 1w edge position. Given
this, I will employ a constraint aligning a glide with the left edge of the verb.

(52)  AvcN(GLIDE, RIGHT; WoRD, RIGHT) ALGuiGLR)

Of course, as we have seen, this edge-alignment is not absolute. The glide never
ends up at the very end of the verb. In general there are no long vocoids at the edge of a
word in Runyankore (as well as in other Banm languages, for evidence of this effect in
Kikirewe, see Odden, 1996). For example, & word-internal glide in an onset of a syllable
results in a long vowel on the surface, but not if the vowel is final. The first set of words
in (53] show the long vowel after a glide. However, if the glide-vowel sequence is word-
final, the vowel is never long.

(53) a oku[byaama ‘1o sleep’
okul[éweera “to spit’
oku[myoora ‘1o twisl”
oku[rwaana ‘Lo fight”

b. okufrya ‘i eat’
oku[gwa ‘tor fall®
oku[éehwa ‘lo be mashed”
oku[reebya ‘tor betray’

It 1s for this reason that no words in Runyankore end in long vowels, glides or diphthongs
{which are phonologically long). The prohibition against long vocoids at the edge of the
word in Bunyankore will assign marks 10 any of these structures, The constraint is shown
inisd).

(5d) VY] Mo long vocoids (vowels or vowel+glide se-
quences) at the edge of the word.,

The appearance of the glide in the penultimate position on the surface is the result
of this constraint being ranked above the constraint requiring the glide to align o the
right edge of the word. A vowel-glide sequence within a sj.lliailc nucleus is long, violat-
ing *VV]. Moreover, a consonant-glide-vowel sequence should result in a long vowel.
Such a vowel would not surface according to *VV],
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The ranking in (55) is illustrated, along with the constraints SPIRANTIZE and Max in
Tableau 9.

(35} *"VV] > ALGaGL R)

Tableau 2 a[roob-y-ire ‘s/he wet (something) down®
*VV-EDGE | ALIGLR) | Comonal | Max
& 3 a[rddb-ize * H y
b a[ridby-ire it e :
. alrodb-irey * i
d.  a[rédb-izve - Ly
e afrodb-irve . .

The optimal form in Tableau 9 has the spirantized version of the consonant [r] of the per
fective, Because the glide is not visible on the surface in candidate (a), I will assume that
the grammar evaluates the ALGN(GL, R) constraint based also on the effect of the glide
(the spirantization of [r]). Candidate (b) fails because the glide is too far from the edge of
the verb—it could be closer. Candidate (¢) fails because the glide cannot be at the abso-
lute right edge of the word. Finally, candidates (d) and (e) faul because they do not show
the spirantization effects, which include deletion of the glide.

Mext, I will examine further the role of these constraints in the perfective and a
further problem involving sequences of spirantized segments.

443 Consonant Alternation in the Causative Perfective

As we saw above, the last consonant of a CVC root alternates between the basic and
pulatalized/spirantized form in the non-perfective, and the perfective form of the stem
(from adding [-ire]). The causative shifts from [CVC—}I-a]F::n [CVC-ir-y-e], which sur-
faces as [CVC-ize ] owing to spirantization of [r].

(36) a oku[baza < bar+y+a ‘10 make count”

a[bar-ize « a+bar+ir-ve *s/he made count”

b. oku[3dza + Zar+y+a “to slice with”
afBar-ize + a+dar+ir-ye ‘she sliced with”

c. okuframutsya « ramuk+y+a 'to greet’
aframGE-ize «— ramuk-+ir-y-e 'sihe greeted’

d. oku[heza « her+y+a “to fimish (tr.)"
a[her-ize & a+her+ir-ye ‘sfhe finished {ir.}"

e, okw(iimutsya (like b.) ‘1o raise up (tr.)’
a[yimie-ize ‘s/he raised up’

f. okw-éé[taas-y-a ‘to intrude”
ayee[tddh-ize ‘sihe intruded”

However, the final [r] of the root [bar] fa‘i'lts to surface as [z] despite SPIRANTIZA-

TION. This is alse true of the final [3] in the root

aah, in (36f), The sound [r] never ap-

pears as [z] before the perfective plus cauzative morpheme combination, [-ize]. The se-
quences [z1z] and [siz] viclate a species of the OCP. T will account for this using a con-
straint against these sequences: OCP-z. For example, the word in Tableau 10 could
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undergo spirantization in both [r]s. However, only the last [r] of the word spirantizes.
Compare this with a form exemplified in Tablean 11 in which palatalization and spiranti-
zation both take effect (in the optimal parse). Finally, to avoid absolute final placement of
the glide we again invoke the constraint that prohibits long voceids (leng vowels and
diphthongs) at the edge of a word: *¥V].

Tableau 10 a[ bar-y - ire *sthe made count” { 35 + veount + CaUs + PERF)
V] | AUGLR) | OCP-z | Corowar | IO-1DENT
B g albar-ize * f il .
b.  a[haz-ize * i =5
c. a[baz-ire a1 . *
d.  a[baz-ire-v 1 !

In Tableaw 10, we see the ranking of constraints relating to the consonant mutation and
glide effects. Candidate {a) is optimal because it satisfies the constraints the best. Candi-
date (b) fails because the inner [r] is spirantized (satisfying Coronal, but viclating
OCP-z). Candidate () misaligns the glide—the glide is not aligned closely encugh to the
right edge of the word. Candidate (d) fails because the glide is too close to the edge of the
word. Motice that candidate (a) also has a Corondr viclation. This vialation occurs be-
cause the [r] of the root, 4 bar, is not spirantized. However. this is necessary o avoid vie-
lating OCP-2, s does candidate (b). Compare Tableau 10 with Tableau |1 below,

Tableau 11 a [ ramuk- ¥ - ire ‘sfhe greeted"

*WV] | ALIGLR) ; OCP-z | Corowal | KDIpenT
W oo pframid-ize W i g
b.  a[ramik-ize 3 i *f
. ajramiit-ire e *
d.  alramid-irey * H

In this case, the OCP-z constraint is irrelevant. Candidate (b) fails because the [k] of the
root is not ceronalized (to obey Corowal). Candidate () fails because the glide is mis-
aligned. Candidate {d} fails because the glide is too far to the right, violating *¥¥].

5 Base-Identity and Input-Identity

Now, we can consider the issue of interest here—the relationship between the base and
the reduplicant in instances when there is a causative morpheme [v] present. The impor-
tant issue under consideration here revalves around the question of reduplicant and base
identity. What is the relationship of identity that holds between the reduplicant, the input
and the base?

What we find in Runyankors is that the reduplicant tends to resemble the input
more closely than the surface form of the base. The data presented thus far tend to ab-
scure this fact owing to the similarity between the input and the base. However, if we
consider verb forms exhibiting a large divergence between the input and the base, we will
discover that the reduplicant tends to conform more closely to the input while the base
diverges from the input. In the reduplicated words in (57) the reduplicant (underlined) re-
sembles more closely the stem of the infinitive—palatalization is not copied from the
base,
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(5T a. oku[hecka ‘o cary”
akdd[heet -ire “he should carry”
akdd[ heeka -heed -ire *he should carry ...

b. oku[bara ‘to count’
a[baz -ire ‘sihe counted {yesterday)®
a[bard -baz -ire ‘she counted ...’

c. okulhuuta ‘to drink from a bowl”
a[hairs-ire ‘sthe drank from a bowl (yesterday)’
af huatd -hus-ire ‘s'he drank from a bowl _.."

d. oku[jeenda o go”
a[jeenz -ire “s/he went {vesterday)'
afjeendi-jeenz-ire ‘sfhe went ..."

e, oku[kwaata ‘to catch”
afkwaats -ire “s/he caught (vesterday)”
a[kwaard -kwaats-ire ‘s/he caughe ...'

This basically suggests that the constraint ranking here is such that the phonotactic con-
straint responsible for selecting palatalized/spirantized forms of consonants | Corowat )
must rank sbove the constraint requiring base-reduplicant identity. Because of this rank-
ing. the base will undergo consonant mutation and need not be completely identical to the
reduplicant. The constraint requiring faithfulness of the reduplicant to a base form must
rank above the base-reduplicant identity constraints. Because we must compare the redu-
plicant with the input ¢, the relevant constraint is a member of the I{nput)-
Rieduplicant)-Faithfulness farmily.

(58)  INPUTREDUPLICANT-F AITHFULNESS  >> BASEREDUPLICANT-1DENTITY

In other words, it is more important for the reduplicant to resemble the input than it is for
the reduplicant to be like the base. This is illustrated in Tableaw 12.

Tableaw 12 a-RED- jeend - ire ‘he wemt ...

IR-Farri | BelD

¥ 3 afJeendd-jeenz-ire -
b, af Jeenzd-jeenz-ire *|

The optimal candidate in Tablean 12 is the one which most closely resembles the input,
[jeend]. The spirantizing effects of the perfective morpheme cannot be copied into the re-
duplicant because of this fact.

Similarly, the constraint requiring the spirantuzation of the [d] in this word must
rank above the constraint requining base-reduplicant identity. This is illustrated below in
Tableau |3, where Cogowal ranks above BR-ID.

Tableau |3  a - RED- heek - ire

Coroxal | BeID
= o af hédka-heet-ire *
b.  af hééka-heak-ire ]
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The reduplicant in the optimal candidate in Tableau 13 must obey the constraint CoronsL
despite the fact that the result is a violation of base-reduplicant identity.

The constraints input-reduplicant faithfulness and Corosae must both ocutrank
base reduplicant identity. However, they cannot be ranked with respect to each other as
shown by Tableau 14 where the optimal form violates neither.

Tableau 14 a - RED- heek - ire

IR-Fams | CORONAL
& g o hééka-heet-ire H
b al hééka-hesk-ire H &l
¢ af héida-head-ire * :

These rankings total up to the following.

(59 RepForm =>ALGN-L, AncH-L, Corosal, [RFarmi = BR-T1pexT, BR-M ax

The constraints on reduplicant form and location along with the constraint requiring
palatalization {before the appropriate morphemes beginning with the vowel [i]) both our-
rank the constraints on base-reduplicant faithfulness.

Tableaw |5  afJeend + ire + RED  “s/he went ...’

REDF | Coromal | RFAITH | BRID ; BR-Max

& a  afjeendd -Jeenz-ire i i .
I
|

b. a(E_;m_:.i-jam.I-iu
¢ affeendd-feend -ire
d ﬂﬂi-jaeuz-lre it
e af jeenzire -jeenz-ine |

BT

-1

Although candidate (a) viclates the constraints on base-reduplicant identity, it satisfies
the higher ranked constraints of the reduplicant form, the constraint CogRonal and the
constraint on input-reduplicant faithfulness. Candidate {b) copies the coronalization fea-
tures of the base in the reduplicant—satisfying BR-Ip. However, IR FAITH outranks
BE-Ip. Because the reduplicant has a segment with a feature valuve different from the in-
put, it incurs a violation here and fails to pass muster. Candidate (c) satisfies both
IR.Farrh and BR-Ip but fatally fails to show spirantization of the segment [d], failing
Corowal. Candidates (d)—{e) all fail immediately owing to their ill-formed reduplicants.

What Tablean 15 tells us is that reduplicant must resist the copying of features
that appear in the base caused by the consonant-mutating effects of the vowel [i]. For this
reason, the constraint requiring input-reduplicant faithfulness ranked higher than the con-
straints requiring faithfulness between the reduplicant and the surface form of the base. In
a theory of ordered derivational rules, the reduplication would precede any phonological
interaction between the high vowel and preceding consonants.

5.1 Causative Complexities

The addition of the causative morpheme to the verb creates an additional level of com-
plexity to the relationship between the input and the reduplicant. We would expect, given
the result seen above (especially in Tableau 15) wo find that the causative morpheme sim-
ply appears at the right edge of the word and that there is no copying of it in the redupli-
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cant. However, this is not the case. Consider the following reduplicated verbs that also
involve the causative morpheme [v] in (601

(607 a. okuftaaha ‘1o enter”
oku[taas-y-a ‘to bring in”
okuf taasya -tans -y-a ‘to bring in ...
b. oku[hika ‘to arrive’
a[hid -ire ‘she arrived”
afhikd -hat -ire ‘s/he armived ..."
¢, oku[[hit-a "to cause Lo arrve”
b -hat -ipe "s/he caused to amive ...’
d. oku[guza + gur+y+a ‘o sell’ (“cause 1o buy™)
afgur-ize *s/he sold’
af guzd - -ze ‘sthe sold ...°
e. okw{doga ‘to wash”
okwldoz-ya “to wash (tr.)'
okw| dozya-yoor-y-a ‘to wash ... {tr.)’
[ okwlootsya + (ok + ¥ +a) ‘to roast, burn’
ckw|omsva-vootysa ‘to roast ...
a[yod -ize ‘sihe roasted”
a d-yol-ize ‘sihe roasted ...

What is striking about the words in (60) is that the reduplicant appears to copy some fea-
tures of the surface base that were not copied when the agent of coronalization was the
perfective, [-ire]. The behavior of the reduplicant {what features it must copy) is different
when the causative is present. In (60a), the glide also appears in the reduplicant. The lack
of consonant-glide interaction makes this easier to see. In (80c), the causative causes
coronalization of the stem-final consonant. Notice that when the meaning is only ‘he ar
rived ... the coronalization is not copied to the reduplicant, However, if the meaning is
causative, then the reduplicant ends in [£], a coronalized [k]. However, this cannot simply
be a case of copying from the base—consider (80b, d, & ). In this case, the reduplicant
and the base are different. What can explain this array of differing relationships between
the reduplicant and the base?

It is important to note the common element in all of these cases: the causative
marpheme /', It appears in the reduplicant and in the base. For example. in [a[higd-hic-
ize]] "he caused to arrive ..." the first [¢] iz a result of the causative (or some cormespon-
dent of it}, while the second is a result of the high from vowel at the left edge of the per-
fective. This must be the case because the causative has induced spirantization of the [r]
o [z] in the perfective.

Yet, we know that the reduplicant is not merely a copy of the base (i.e., the sur
face form of the input) because of the disparity between the reduplicant and the base in
the perfective, as in (60d). It appears that there is at least one morpheme, the causative,
whose corresponding segment and influence (i.e., spirantization) appears in both the base
and the reduplicant, obeying base-reduplicant identity. But, such words as [a[guzi-gur-
ize]] *he sold ..." demonstrate that the copying cannot be just on the surface.

In fact, what we observe from the very first set of data in (60), repeated here as
(61 ) is that what appears in both the reduplicant and the base is the causative morpheme.
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(61} a okultaaha ‘1o enter’
okuftaas -v-a ‘to bring in"
okul taasya -taas -y-a ‘tor bring in ..."

This accounts for [a[ﬂg-gu:-iz:}] ‘he sold ...". The [z] of the reduplicant is the product
of the [r+y] combination of the last consonant of the stem and the correspondent of the
causative morpheme.

How does a correspondent of this morpheme appear in two locations that do not
cormespond positionally? By examining the input to the surface form, it 12 possible to see
how the causative morpheme can be copied into the reduplicant. Assume that the input
locks something like (62)

{62) a+ReEp+hik+y+ire 35 +R ED Y armive+HCALSATIVE +PERFECTIVE

To best satisfy the Max-BR constraints, the grammar will try to copy as much out of the
base as it can. If this is the case, then it will try to copy [h'tk:'-f In the case of a simple per-
fective reduplication, the string that is copied from is [hik-ire]. However, the grammar
will not copy the moraic element [i] from the perfective affix because that would in-
volved copying an unneeded mora into a slot to be filled with [a]—the final vowel as re-
quired by the constraints on REDForM. But, copying of the glide [¥] can be accomplished
because the resultant reduplicant, with the addition of the vowel [a] as required by
Fen Fors, will still satisfy the constraints on reduplicant length.

Consider the inputs in (63 ). In the perfective, the segments copied into the redu-
plicant are [hik]. However, when the causative [y] is included the segments that are cop-
ied are [hiky].

(63) Berfective Perfective & Cansative
Input a + RED+ hik + ire a+ RED+ hik + y + ire
‘Intermediate’ a + hik-{a} + hik + ire a + hiky-{a} + hik + ir-y-e
Final a[hikd-hiFire a[hi -hilire

The intermediate line is not a stage in the derivation—it is simply expository, As one can
see, the causative is copied into the reduplicant because it is adjacent to the right edge of
the base. This is the case even though the causative ‘migrates’ 1o the right edge of the
word {i.e., GEN moves it there and this satisfies the constraint ranking). At this point, one
might argue that the morphemes in the input are not ordered with respect to one another.
Consider what happens if you try this with a verb root that is longer than one syllable.

(64} a oku[reenjez-a “to wink at, hint'
-feenjez-a “to wink at, hint ...’
afreen; “s/he hinted”
ifreengd -reenj-eize *s/he hinted ..."
b. oku[ramutsy-a ‘to greet”

ok rama-ramutsya "to greet ..."
a[ramié-ize ‘s'he greeted’
aframd -ramuoé-ize *sihe greeted ..."

In the words in (64 ) there is a causative morpheme. The evidence for this can clearly be
seen in the simple perfective, where the perfective is [-ize], showing the spirantizing ef-
fect of [y]. Observe, however, that the reduplicant shows no trace of the causative affix.
Motice also that the reduplicant is shorter than the base. The glide 15 not adjacent to the
last consonant copied into the reduplicant, as it was above, in (63 )
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Kikamba Verb Stem Tonology™

R. Ruth Roberts-Kohno

0. Introduction

Verb stems in the Bantu language Kikamba have a number of different tone
patterns on the surface, depending on the tense, aspect and clause type that the verb
appears in. In fact, there are 15 verbal tone patterns in Kikamba, However, far from
being a random collection of unrelated patterns, this range of melodies emerges from the
interaction of a small set of independent and interacting tone assignment parameters.

In (1) we find & few examples of verb stems and the different melodies which can

ocour,
(1) atokaa] kon-a we will hit
[stem FOOIE-fimal vowel
b, to-kas-] kon-an-a we will hit each other
[1sem TOOE-Extension-final vowel
c.oeto-]  kon-ap-i-E we hit each other yesterday

[s3em TOOGE-£xbension-1ia-final vowel

In Kikamba, as in many Bantu languages, tense-aspect distinctions are marked not only
by selection of appropriste prefixes and suffixes, but also by the stem tone pattern.

: I would like to thank my informant, Beatrice Mulsls, s speaker of the Machakos dialect of
Kilkamba, from whom the data for this paper was gathered. [ would also like to thank David Odden for
discussion and guidance in the analysis of the Kikamba dats. This research was supported in part by NSF
prant SHR-8421362.
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Kikamba has a large number of tome patterns available 1o it partially because, unlike
other Bantu languages, Kikamba is a four-level tone language; these tones are seen in (2).

(2)  SH=super high (") kotsld L =low (unmarked, or as” in kokona
derivations for clarity)
H =high (") kosano.da SL=superlow () kofiloki

The verbs in (3) demonstrate the 15 surface tone melodies, using the lexically H-
tone verb Mil/, meaning ‘count.” The analysis of these patlerns into a system of
independent parameters will be the focus of this paper,

3 1. moond® 001" sokaa] tala man who will count (future)
2. nétomaa| talile we counted (recent past)
3. moond" 66lE twaa[ talile man we counted (remote past)
4, nétwaal talilE we counted (remote past)
3. ko[ talaneld 1o count for each other (infinitive)
6. toikaa| talancla we will not count for each other (Future)
7. nétd] tala.d we always count (habitual)
8. 1o1] talii we don't always count (habitual)
9. [ talina count each other! (imperative)
10. noof waléile he counted for (today past)
11. moond” 681" 32| taladngeets man wheo has counted (pres. perf. cont.)
12. ndof taladngéets he has counted a little (pres. perf. cont.)
13. toi[ talagngéete we have not counted a little (present perfect)
14. moond” 66ld to] talaangils man who we counted a little (today past)
15. nétd] taladngeetd we have counted a little (pres. perf. cont.)

We first demonstrate that Kikamba has a lexical distinction between H-tone verbs and
toneless verbs, a distinction found in all tenses. Then we show that there is a phrasal SL
tone which appears in conjunction with affirmative main clause verbs. We next motivate
a set of rules pertaiming to how a SL tone interacts with adjacent tones, and provide
examples of how these tones are manifested phonetically. With that general background
1o Kikamba tonology, we turn to the system of morphologically-induced tone melodies.
We show that the 15 tone melodies of Kikamba can be accounted for by these general
principles interacting with three principles of grammatical tone assignment, which are
outlined below.

4 Crammatical Tone Assignment Principles
1. Melodic Vi-High (henceforth, ViH) tone assignment:
Assign a H tone 1o the second p of the verb stem,
2. Final tone assignment:
Assign a H, L, SL, or Falling tone to the final p of the verb stem.

3. Penultimate L. tone .
Assign a L tone to the penultimate p of the verb stem.
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As we will see, some tenses make use of only one of these parameters, while others
combine parameters.

1. General tone facts
1.1 Base pattern: Lexical tone

The simplest pattern involves just the lexical tone without grammatical tones. We
will refer to this as the base tone pattern. An example of the base patiern is seen in (3},
where we find the affirmative, relative clause form of the future tense. (5a) gives a
toneless verb, which has only L tones in the stem, and (5b) is a H-tone verb with H on
the first stem mora.

(5) /kon/ toneless verb hit
itall  H-tone verb count
Future, relative clause form: Base pattern
a. moond” 601" Sokaa] kona man who will hit
b. moond” 661" Sokaal tala man who will count

Other tenses which have the base tone pattern are seen in (6).

(6)  Future, negative relative clause form
2 moond” 661" Satakaa| kona man who will not hit

b. moond” 661" Sotakeal tila man who will not count

Immediate past, relative clause form
c. moond” 6612 wiad] kona man who just hit
d. moond® ool wiaal tila man who just counted

Habitual, relative clause form
e. moond” 661" 3o konaa man who always hits
f. moond” 001° Saf tilaa man who always counts

1.2 Phrasal SL Tone

MNow we turn to a general phrasal SL tone. In addition to the lexical fone, main
clause affirmative verbs are marked by the presence of a phrase-level SL tone. We will
refer to this morphosyntactic class of verbs as assertive. This is demonstrated in (7a,b),
where the verb surfaces with a final 5L tone. We can verify that this SL is a phrase-level
tone by placing an object after the verb. As seen in (7c), the noun ‘bananas’ ends in a L
tone in isolation. However, as seen in (7d,e), when placed after an assertive verb, a SL
tone surfaces on the noun. Note also that the verb itself surfaces with a regular L tone,
not a SL.
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2. nétonaal koni.d we hit

b. nétomaal talils we counted

C. ma.i.o bananas

d. nétonaa] koni.e ma.id we hit bananas

e nétonaa[ talile maic we counted bananas

Habitual, relative clause form: Base pattern

. moond® 661" 5of konaa man who always hits
g,mu-un&'”l’:fu{lﬂ:.l man who always counts

h. moond" 661" 33 kone.a maio man who always hits bananas

i. moond® 61" 5o tila.a maio man who always counts bananas

The syntactic distribution of this SL tone is complex, but the basic fact is that a 5L tone
is inserted at the end of any VP beginning with an assertive verb. We can show that the
3L on the object in (7d,e) is due to the assertive verb by comparing these examples to
ones where a non-assertive verb has an object, as in the habitual relative clause forms of
(7f-i). The non-assertive verb does not have a SL prepausally, and an object following
such a verb lacks the SL. Thus the final 5L in (7a,b) is due to & general phrasal rule. In
(B), we see other assertive verb forms that are also characterized by the base pattern and a
phrasal SL.

(8) Present progressive, assertive form

& nétd.of kond we are hifting

b. nétd.of kona maid we are hitting bananas

Habiteal, assertive form

¢. noo[ talaa he always counts

d. noof tala.a maid he always counts bananas
1.3 Tone Rules

We now turn 1o tone rules that apply generally throughout the grammar.

1.3.1 Word-level Tone Rules

There are three word-level tone rules which interact with a SL tone. To illustrate
these rules, we will use the assertive form of the immediate past tense. In (9), we have a
bimoraic toneless verb. In (9a) we get the form we expect: the phrasal 5L surfaces on the
final mora of the verb. And in (9b), the SL surfaces on the final mora of the object, not
on the verb, just a5 seen in the examples in (8).

(%)  Toneless, bimoraic verb

a. néwii] kond he just hit
b. néwaa[ kona maid he just hit bananas

However, with a bimoraic H-tone stem, or in a verb with a long penultimate
syllable, there are different surface patterns, In (10), we have a toneless verb with a long
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penult. In (10a), an object fiollows the verb, and the phrasal SL. surfaces on the object as
expected. However, in (10b), there is a SL tone not only on the final, but also on the
penultimate mora.

(10) Toneless verb with a long penultimate syllable

4 néwid] suunga maid he just guarded bananas
b. newad[ suings he just guarded
*néwid] suunga

In fact, a long syllable with a regular L tone is virneally never followed by a SL tone.
Instead, the SL surfaces on the long penult. This can be explained by the rule of SL-
Spread, seen in (11). When a final SL is preceded by a long penultimate syllable, the SL
tone spreads leftward 1o the second mora of the penult.

(11) SL-Spread

e
=

TG T i
o |
n m
In (12), we have a H-tone verb with a long penultimate syllable. In (12a), we find

the expected phrasal SL on the object. In (12b), when the verb is phrase-final, the SL
surfaces on the verb, and we notice that the SL. spreads leftward to the long penult.

{12) H-tone verb with a long penultimate syllable
a newad] Eenga maid be just aimed at bananas
b. néwid- leengi — newad[ IEEngi be just aimed at
However, the H tone of the verb has also become a SH tone. This is due to the rule of
Raising, which is seen in (13). This rule raises a H to a SH just in case the following
mora bears a SL tone. SL-Spread creates the environment for Raising in (12), and
therefore, SL-Spread feeds Raising.

(13) Raising'

: Hote that meising in this context appears to be a dissimilstion of pitch level and is not predicied
by any carrent theory of lone features, in which tone interaction is assimilatory. Thus, Kiksmba may be
evidence that & festure such as [peripheral] is needed in the theory of one features, (See Ao 1993 for a
proposal for 4- and 5-tone languages using the feature [extral.)
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Finally, (14) demonsirates the behavior of a bimoraic H-tone verb. [n (14a), the
phrasal SL. shows up on the object. When the verb is phrase-final in (14b), we find 5H on
both stem moras,

(14) H-tone, bimoraic verb

& newad[ 12la maic he just counted bananas
b. néwaa- tali — newaa[ tald he just counted

First the lexical H raises to SH by Raising, since it is followed by a final SL, though oot
a SL on the surface. Subsequently, we apply the rule SH-Doubling, seen in (15a). SH-
Doubling spreads a SH tone to a following SL syllable just in case the SL tone is singly-
linked. Thus, SH-Doubling occurs in (15b) where the final 8L is linked to only one
vowel, but does not apply in (15¢) where the SL is doubly-linked. This rule explains the
surfece generalization that SH can never immediately precede a word-final SL tone.

(15) a SH-Doubling

SH SL

B I
b. néwaa[ tala be just counted (14a)
c. newad| lEEpga he just aimed at (12a)

*néwaa[ Winga

1.3.2 Phrase-level Tone Rules

In addition to the phrasal SL discussed in 1.2, there i3 a word-level grammatical
SL tone which is assigned to the end of a verb in certain tenses.” We now turn to two
phrase-level rules, which will be crucial in distinguishing this word-level SL from the
phrasal SL. The first rule deletes a SL tone on & head if it is followed by a complement.
The crucial fact is that this rule does oot apply if the SL tone is a phrasal SL tone, but
caly if it is a word-level grammatical SL tone.

(16)  a. ko[ koni o hit
b. ko| kona maio to hit bananas

The verb in (16a) ends in a SL tone, bot when a complement is added in (16b), the SL
disappears, This is because the SL tone in (16a) is a grammatical SL tone. Compare this
behavior (o that of a verb ending in a phrasal SL. As seen before, the phrasal SL at the
end of the assertive verb in (17a) migrates to the end of the complement in (17h), rather
than deleting. To summarize, we can identify the SL tone in (16) as grammatical, while
the 5L in (17) is phrasal.

A This will be explained further in section 2.
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(17}  a. nétonaa[ koni.c we hit
b, nétdndal konie maid we hit bananas
A second rule applies just in case a Falling tone is in phrase-medial position. As
we will see later, one of the possible grammatical tones that can be assigned to the end of
the verb stem is a Falling tone, seen in (18a),

{18} = toi] koneets we have not hit
b. toi] konéets maio we have not hit bananas

However when a complement is added, we no longer have a Falling tone at the end of the
verb, but instead we have a SH tone, as seen in (180), This is due to a phrase-level rule
that changes a Falling tone to & SH tone in phrase-medial position. We can compare the
behavior of grammatical Falling tone in (18) with that of a surface Falling tone in (19},
which arises by combining a final H with the phrasal SL. In (18), prepansal grammatical
Fall corresponds 1o SH medially, whereas in (19), prepausal Fall due to phrasal SL
corresponds 1o plain H plus SL on the following object.

(19) & tokaa] kond we will hit
b. tokaa[ kona maid we will hit bananas

Thus, we see that there is evidence for a distinction between word-level
grammatical 5L and Falling tones, versus phrase-level SL that surfaces as either a SL or
a Falling tone, (20) summarizes the behavior of grammatical versus phrasal tones.

(20)  a Grammatical tones
SL tone —» & when followed by complement
Falling tone — SH in phrase-medial position
b, Phrasal SL tone
5L tone moves to end of first complement following an assertive verh

What we have seen so far about tone can be summarized as in (21).

(21} Summary of Tone Facts
1. The base tone pattern is for verbs to bear 8 H or L on the first stem mora,
2. There is a SL inserted at the end of the phrase when the verb is assertive.
3. The comsiderable range of surface tone patterns can be accounted for by
lowe-level rules pertaining to the presence of a 8L at the end of & word,
(i.e. SL-Spread, Raising, and SH-Doubling).

2. Grammatical Tone Assignment in Verbs

We will now turn to the principles of grammatical tone assignment, and show that
the system of grammatical tone reduces to three independent parameters interacting with
the general tone rules of the language.
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2.1 Tone Assignment Principle 1: Melodic V;H tone assignment

The first grammatical tone principle is ViH assignment, which assigns a H to the
second mora of the verb stem. The tenses given in (22) illustrate this pattern, and we
notice that the second stem vowel bears a H tone. Moreover, all subsequent vowels of the
stem also have H.

(22) Tenses exhibiting the Base pattern and V:H tone:
Remote past, relative clavse form

&, moond® ooli twaa[ kome man we hit

b. moond” 60la twaal talile man we counted

Habitual, negative relative clause form

¢. moond’ 60l4 tota] kond.a man we don't always hit

d. moond” G614 tota[ talé.a man we don't always count
Remote past perfect, negative main clause form

e. toyda[ konaAngeets we hadn’t hit & little

f. toyaa[ talaangeéts we hadn’t counted a little

These forms can be accounted for by two rules. First, as seen in (23a), a H tooe is
asgigned to the second mora of the verb stem: this rule applies only in specified
grammatical contexts. This VyH spreads rightward by (23b). These two rules alone
suffice to account for (22): there is po phrasal SL here, because these are non-assertive
verb tenses.

(23} a. V;H lone assignment b. V3H tone spread (iterative)
H H
T IJ- 1] I-l

It should be noted that this V;H tone is the only tone which is allowed to spread, which
raizes the question of why other tones do not spread. One possibility is that other tones,
such as lexical tones, must remain linked only to those wvowels which they are
underlyingly associated with, Thus, since this V:H fone is a melodic tone not
underlyingly associated with any vowels, it is allowed to spread. In Correspondence
theory terms, one could postulate a constraint requiring tones to be aligned both on the
left and right to the vowels which spomsor them. And since a melodic tone is not
sponsored by any particular vowel, it is allowed to spread.®

In (24) we sce that the assertive future and remote past tenses follow a similar
pattern: they bave the lexical tone and the V;H. In addition, there is a phrase-final SL
tone due to the fact that these are assertive verbs, as seen in (24). Since these verbs end in
a H tone, the phrasal SL tone combines with the final H to give a surface Falling tone.

4 This Comespondence theory sccount was suggested by David Odden (pe).



rather than as a SH tone on the verb (see 1.3.2),

(24)
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{24h,d) verify that this is a phrasal SL because SL surfaces on the following object,

Tenses exhibiting the Base pattern, V;H tone, and Phrasal 5L tone:

Future, assertive form
2. tokiaa] kond

b. tokaa[ koma maid
¢. lokaal tald

d. tokaa[ tala maid

Remote past, assertive form

o mitwial kous
I. nétwaal 1alilé

we will hit

we will hit bananas
we will count

we will count bananas

we hit
we counted

2.2 Tone Assignment Principle 2: Final tone assignment
2.2.1 Tenses with a final SL tone’
The second grammatical principle assigns a tone to the final vowel of the verh:
the possible final tones are 8L, H, L, end Fall.* (25) provides examples of one of the
Progressive tenses, in which the tone assigned to the final mora of the verb is a 5L tone.

(25}

Present Perfect Progressive, negative: Base pattern and Final 5L tone

a. toté.of konad

b. toti.of talad

¢. toté.of kona.a maio
d. toté.o tila.a maio

we haven't been hitting

we haven't been counting

we haven't been hitting bananas
we haven't been counting bananas

Since this tense is not assertive, the final SL in (25a,b) must be grammatical, not phrasal.
This is confirmed in (25c,d), where an object follows the verb. If the SL were phrasal, it
would have surfaced on the object. Instead, this prammatical SL deletes before a
complement, as explained in 1.3.2. (ther tenses following this pattern arc seen in (26).

(26)  Other tenses exhibiting the Base pattern and Final SL tone:

Infinitive form

a kof kona

b. ko kona maic

¢. ko[ tilaneld

d. ko tilancla maio

Remote past, negative form
e, toyii[ konand
f. toyai] taland

4
3

to hit

to hit bananas

to count for each other

to count bananas for each other

we didn’t hit each other
we didn’t count each other

Nuobe that we are now discussing the word-level grammatical 51 wne, oot the phrasal 5L wone.
In this sectbon, we only discuss fenses with a final SL and & final H wone, since final Fall and
final L only ccour in conjunction with ope of the other two principles, and will be discussed in 2.3,
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Today past, negative relative clanse form
g moond” G0ld toinaa] konedya man who we didn"t cause to hit
h. moond” GOl& toinaal t@ledyi man who we didn"t cause 1o count

Although this SL is a grammatical tone assigned to specific tenses, a look at other

verb stem types in (27) demonstrates that the rules of SL-Spresd, Raising, and SH-
Doubling are applicable, indicating that they are general rules in the grammar. They
apply when the SL is in the appropriate environment, regardless of the nature of the SL

lone,

(27

Infinitive form

toneless verbs with & long penultimate vowel (SL-Spread applies)

2 ko[ mainda to search

b. ko[ liindi 1o cover

H-tone verbs with a long penultimate vowel (SL-Spread and Raising apply)

. ko[ sfEmba to run

d. kof kionza 1o fold

H-tone verbs with a short penultimate vowel (Raising and SH-Doubling apply)
e kol tala to count

. kof nipd 1o pay wages

In (27a,b), SL spreads left to the long penult. In (27c,d), there iz SL-Spread, and since
these verbs have & H tone, Raising also applies giving a surface SH tone. (27e,f) provide
examples of Raising as well. In addition, the derived SH spreads rightward since the final
SL is singly-linked. We provide the examples in (28) to demonstrate that by placing an
object after the verb in these tenses, the grammatical SL deletes as expected,

(28)

Remote past, negative form

a toyis- tal-d —» toydd] Eld we didn"t count

b. toyaa| tila maio we didn"t count bananas
Infinitive form

c. ko-tal-d — kof tala to count

d. ko{ 1ala maio to count bananas

2.2.2 Tenses with a final H tone

Another tone that can be assigned to the final mora of the verb is a H tone. The

negative future tense in (29) is assigned a final H.

(29)

Future, negative: Base pattern and Final H tone
a toikaz[ konand we will not hit each other
b. toikaa] talanela we will not count for each other

Other tenses which follow the same patlern are seen in (30).
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(30) Immediate past, relative clause form

8. moond” Gold twaa] kond
b. moond”’ G614 twaal tala
Habitual, relative clause form

c. moond" 6613 tof kona.d
d. moond” 8014 tof tala.d

man we just hit
man we just counted

man who we always hit
man who we always count

In {31) we sce other tenses which have the final H as well. Since these are
assertive verbs, they also have a phrasal SL tone. The phrasal nature of the SL is
confirmed by placing an object after the verb: as expected, the phrasal SL surfaces on the
object, rather than surfacing as a SH tone on the verb (see 1.3.2).

(31} Tenses exhibiting the Baze pattern, Final H tone, and Phrasal SL tone:
Immediate past, assertive form

a. nétwiaa[ kond wi just hit

b. nétwia[ kona maid we just hit bananas

. nétwial tili we just counted

d. nétwaal tala maid we just counted bananas
Habitual, assertive form

e. nétd[ kona.d we always hit

I, nétd] kona a maid we always hit bananas
g nétof tala.d we always count

h. néto] tala.d maid we always count bananas
2.3 Combinations of parameters

We now turn to melodies involving combinations of parameters, This section
explains the tone patterns of the tenses which are characterized by some combination of
V;H tone, Final tone, and Penultimate L tone assignment, as well as a phrasal SL in the
relevant clause types. We will see that the third principle, Penultimate L tone assignment,
only occurs in conjunction with one of the other tone assignment principles.

2.3.1 Combinations with VaH tone assignment and Final tone assignment

In (32}, the negative habitual and negative subjunctive tenses are characterized by
the addition of a V;H and a final SL to the basic lexical contrast. VoH then spreads right,
and a SL is assigned to the final mora, where it surfaces as a Falling tone because of its
combination with a final H.

(32) Tenses exhibiting Base pattern, V;H tone, and Final 5L tone;
Habitual, negative forms
a. toi[ kond.d we dont always hit
b, toi[ tala.a we don't always count
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Subjunctive, negative forms

¢, toikaa] konang let’s not hit each other

d. toikaa[ talang let’s not count each other
e toikaa[ talg let’s not count

f. toikaa[ tl maio let’s not count bananas

This SL tone is not the phrasal SL, since this verb tense is nonassertive, a context
not characterized by the phrasal SL. (32f) directly demonstrates that the final SL is
grammatical, and not phrasal, since it does not surface on a following object. Instead, the
Falling tone changes to a SH before a complement.

In (33), we see examples of the imperative and the affirmative relative clause
form of the today past. These tenses are characterized by the addition of a V;H and a
final L. What should be noted ahout these forms is that the V;H does not spread all the
way to the final syllable. First, the V3H is assigned to the second mora, and the L is
assigned to the final mora. After these tones have been assigned, the VoH spreads
rightward; spreading stops at the penult, since the final mora already bears a L tone.
Thus, grammatical final L behaves differently from grammatical final SL. When there i3
a grammatical SL, VyH spreads to the final, After spreading, the SL tone is added,
resulting in a Falling tone created by the H-S8L combination, 28 seen in {32).

(33) Tenses exhibiting Base pattern, V;H tone, and Final L tone:
Imperative, affirmative form

&, [ konans hit each other!

b. [ talana count each other!
Today past, relative clause form

c. moond” 641" Fof konéde man who hit for

d. moond” 551" 3 talels man who counted for

However, it should be noted that if the imperative verb stem is bimoraic, the
addition of the final L occurs on the final mora, even though the final mora already bears
a H tone. We therefore have a case of a Falling tone created from a H-L sequence: [ kond
‘hit!" This fact demonsirates that the second half of a Falling tone is not always a 5L
tone, since in the imperative it is a regular L tone. Thus, we conclude that a Falling
tone alone does not constitute evidence of the presence of 2 5L tone. Where possible, we
must look to longer forms to determine if a tense is characterized by a L tone or a SL
tone.

Morcover, H-tone bimoraic  imperative forms pose another problem. The
imperative form of ‘count!” is [ tali. We might expect a Falling tone to surface on the
second mora, resulting from V,H assignment and final L assignment, as observed in the
verh “hit!" However, only a L surfaces on the second mora. A likely explanation for this
fact has o do with the OCP, and will be addressed in the last section of the paper.

In (34), we see the 3rd singular, assertive form of the today past This tense
employs V;H and a final L tone, and in addition has the phrasal SL tone. In (34a,b), the
SL surfaces on the fingl mora of the object, confirming that this is a phrasal SL.
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However, (3dc,d) have a different surface tone pattern, with two final SH tones. As seen
in {34e-k), this is simply the result of the general tone rules discussed earlier, which
apply when a SL tone is present. After the assignment of lexical tone in (34e), H is
assigmed to the second stem mora in (34f), and & L is assigned to the final mora in (34g).
Then in (34h), the VaH spreads rightward until it reaches & mora already bearing a tone.
Thus, H stops spreading at the penult. (34i) shows that the phrasal SL tone is assigned o
the final mora, deleting the final L tone, This results in H and SL on adjacent moras,
which 15 the relevant environment for rules creating and spreading SH. First, Raising
oceurs &8 in (34j). This triggers SH-Doubling in (34k), resulting in the surface form.

(34)  Today past, 3rd singular, assertive form:
Base pattern, V3H tone, Final L tone, and Phrasal SL tone

a. noo| konéis maid he hit for bananas
b. ndo[ thléile maid he counted for bananas
c. ndo[ konéis he hit for

d. ndo| taléilE he counted for
Derivation of (34c)

e. Lexical tone assignment noof tileile

f. V:H tone assignment ndof taléils

. Final L tone assignment néo| tiléilE

h. VzH spread ndo| tileile

i. Phrasal S assignment noo[ taléls

j. Raising ndo| talels

k. SH-Doubling ndo| 1aleilE

2.3.2 Combinations with Tone Assignment Principle 3;

Penultimate L tone assignment

The third parameter of tono-grammatical inflection is the addition of a
penultimate L. This tone is always added in conjunction with either a V;H or a Final
tone. The penultimate L pattern is seen in (35) with the 3rd person, affirmative relative
clause form of the present perfect continuows. This frm has a Vi:H and a penultimate L
tone, The H is assigned to the second mora of the verb stem, and the L is assigned to the
penultimate mora. The spreading of the ViH stops with the antepenult, since the
penultimate mora already bears a L tone.

(35) Present perfect continuous, 3rd singular, relative clause form:
Base pattern, V:H tone, and Penultimate L tone

& moond® 601" 3a] konaangeets man who has hit a little
b. moond” 50" 3o talaapgecte man who has counted a litile

Another pattern is seen in (36). These assertive forms are constructed by
combining the basic lexical contrast with a VyH, a penultimate L, and the phrasal 5L tone
of assertive verb forms. This phrasal SL is clearly seen in (36a,b), where it surfaces on
the ohject,
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|
[iﬁh resenl perfect contimuous, simgular, LWL"‘: rom

Base pattern, V;H tone, Penultimate L tone, and Phrasal SL tone

& ndo[ konddngeets maid he has hit bananas a little

b. ndo[ tiliangeets maid he has counted bananas a little
. ndo[ konadngHE he has hit a little

d. ndo[ 1alddngéetE he has counted a ltile

In (36¢,d), however, the phrase-final form of the verb has a different surface tone pattern.
As seen in (37), this follows sutomatically from the rules that we have already posited.

(37)  Derivation of (36¢)

8. Lexical tone assignment noo[ tilaangeets
b. V;H tone assignment ndof talaangeete
¢. Penultimate L tone assignment nbo[ taliangeéts
d. V;H spread néo| talaangéite
e, Phrasal SL assignment noo| talaangests
f. SL-Spread niof talaapgeet
g Raising noo] talaangeet

We begin with the lexical tone in (372). In (37h,c), we assign the V;H and the penult L.
After these tones have been assigned, V;H spreads rightward, as in (37d), until the L-
tone penult, where it stops. In (37¢) the phrasal SL links to the final mora. In (370, the
8L spreads left by SL-Spread. We now have a H tone adjacent to a SL tone, so Raising
oCcurs, as seen in (37g).

In (38), we see another combination of parameters, as well as examples of a final
Falling tone. The present perfect tense is characterized by a VyH, a penultimate L, and a
final Fall. All tones are assigned and then V;H spreads up until it reaches a mora already
bearing a tone, which in this case is the penult,

(38) Present perfect, negative form:
Base pattern, V:H tone, Penultimate L tone, and Final Falling tone
2. toi| konaangeets we have not hit a little
b. 1oi[ talddngeets we have not counted a little

Another combination of parameters is found in (39). These tenses have a V;H, a
penult L, and a final H. As expected, the grammatical tomes are assigned to the
appropriate position and the ViH spreads.

(39)  Tenses exhibiting Base pattern, V;H tone, Penultimate L tone,
and Final H tone:
Today past, relative clause form
4. moond” H6ld 5] konadngi.£ man who we hit a little
b. moond” 6ol t6[ taladngils man who we counted a litile
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Present perfect continuous, relative clause form

¢ moond” Goli t6] konaiggécts man who we hit a litde

d. moond” 0814 15[ talddngéets man who we counted a little
Present perfect continuous, negative relative clause form

e moond” 0ola ota] konéete man who we haven't hit yet

f. moond® G014 tota] talects man who we haven't counted yet

We now turmn to (400, where we find more examples of the (oday past, affirmative
relative clause tense. The examples here are monosyllabic verb roots, in contrast to those
given in (3%a,b), These examples are interesting because the entire stem consists of only
three moras: these verb stems are too short to sccomodate all the grammatical tones. In
such a case, we would expect there to be a strategy for determining which tones surface
in the verb. As seen in (40), H-tone verbs and toneless verb wverba actually choose
different strategies for determining the surface fone pattern.

(400  Trimoraic verb stems (from Monosyllabic verb roots)
Today past, relative clause form
toneless verbs — choose the V:H tone
a. moond’ 60ld 6] konig man who we hit
b. moond” 5014 5] effie man who we paid

H-tone verbs — choose the penultimate L tone

c. moond" 6018 15 talile man who we counted
d. moond® Gola 6] tomi.g man who we sent

(41) demonstrates the final combination of parameters. Like the examples in {39}
and (40}, these tenses select ViH, a penult L, and a final H. In addition, they take a
phrasal SL since they are assertive verhs,

(41) Today past, assertive form

4. netd[ konaing. we hit a little

b. nétd] talaangilé we counted a little
Present perfect continuous, assertive form

c. nétd] konkingéets we hit a litile

d. n#td] taladngeets we counted a little

We see that the same problem which we encountered in (40) arises in these forms
as well. When we look at the trimoraic verb stems in (42), which arise with monosyliabic
roots, we again find that there are ot enough moras to sccomodate all the tones that are
assigned. As in the relative clause forms, the toneless verbs and H-tone wverbs choose
different strategies for determining which tones surface. The toneless verbs choose the
V;H tone, and the H-tone verbs choose the penultimate L.
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(42) Trimoraic verb stems (from Moms_v”ﬂLu virh roots

Today past, assertive form

toneless verbs —» choose the WiH tone

o néto] koni.g we hil

b. nétd[ ofiE we paid
H-tone verbs =+ choose the penultimate L tone

c. nétd] talil wie coumnted
d. nétd[ tomi.g we sent

Ome possible explanation for these different strategies has to do with avoiding an
OCP violation: the initial and penultimate mora of the stem may not both bear & H tone if
they are adjacent. This is demonstrated in (43a), with & derivation of (42a.c) in (43k).

{(43) a * H H
[aterm BoooKl
b, Deerivation of (42a,c)
Lexical tone assignment néetd] koni.e netd| talile
V;H tone assignment néto] koni.e MiA, OCP-violation

Penultimate L tone assignment M/A, penultimate g méto[ talile
already bears a tone

Final H tone assignment nétd] ko netaf tal ile
V:H Spread HiA MiA
Phrasal SL assignment o[ koni g nétd[ 1lile

Recall that there is one other case scen where the OCP appears to play a role, In
the imperative of bimoraic verb stems, H-tone verbs and toneless verbs also behave
differently. The forms are repeated in (44);

(44} & [ kond hit!
b, [ & count!

This tense is characterized by a V;H and a final L tone. But in the H-tone verb /tal/, only
the final L appears. Thus, placing a H tone on the final mora when it is adjacent to a H-
tone stem-initial mora is also & violation of the OCP. We could modify our constraint
against adjacent H tones as follows:

H H
[issem 1t B u)]
Appealing to the OCP explains why H-tone and toneless bimoraic wverbs behave

differently in the imperative as well as in the today past tense. However, if the OCP is the
explanation for H-tone and toneless monosyllabic verbs behaving differently in these two

(45) :
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tenges, it is interesting that it is only found in this specific context, whereas H tones are
otherwise free (o occur on adjacent mores. The revised constraint in (45) may also
imdicate that we need to appeal to foot structure or final extrametricality to explain the
behavior of bimoraic and trimoreic verb siems in Kikamba. At any rate, this result
indicates that further investigation is required to determine what role OCP-type
phenomena play in Kikamba tonology.

3. Conclusion

In conclusion, we have demonsirated that the complex system of verb stem tone
patterns in Kikamba can be accounted for by the interaction of & small set of general tone
parameters. Lexically, the initial mora of the verb stem may be H or L. Assertive verbs
are assigned & phrasal SL. This phrasal SL is affected by general tone rules in the
language, resulting in a variety of surface tone patterns. And finally, we have shown that
Kikamba employs three principles of grammatical tone assignment: V:H tone
assignment, Penultimate L tone assignment, and Final tone assignment. Together, these
relatively few parameters cen explain the wide veriety of tonal patterns found in
Kikamba verb stems,
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