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One-Step Tone Raising in Ali’

Mary M. Bradshaw

1. Introduction

The Niger Congo language, Ali, provides support for a model of tone
features in which there is a single feature for tone which may occur in multiple
instantiations that differentiate between higher and lower tones. The Incremental
Constriction model for vowel height proposed in Parkinson 1996 provides a
feature organization in which a single feature is stacked hierarchically in such a
way that one feature is the daughter of another. Using data from Monino 1987, 1
will show that an analogous model accounts very elegantly for a process of one-
slep tone raising in Ali in which a low (L) tone becomes mid (M) and a M tone
becomes high (H). After showing the model’s usefulness, | will discuss some
problems it poses in providing a unified account of tonal behavior cross-
linguistically,

The model of tone feamures that can account for the tone phenomenon found
in Ali will be structurally analogous to a model of vowel height features, reflecting
the similarities between vowel height and tone, For example, both tone and vowel
height vary along a single phonetic dimension. Clements 1991 points toward this
similarity when he states that of all the other features, only tone might function in a
hierarchical manner like vowel height does. Another similanity is that both vowel

* 1 would like to thank David Odden for useful discussion of the idess presented in this paper.
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height and tone are subject to incremental raising. In addition, there is a parallel
between how vowel height and tone features have traditionally been represented in
feature geometry. Traditionally, notwithstanding the fact that there is a single
phonetic dimension along which vowel height varies, a variety of different
features, each of which is binary, has been used to represent that difference. For
example, the model in Odden 1991, shown in (1), uses 3 different features to
characterize vowel height: [+/- high], [+/- low] and [+/- ATR].

(1) Odden 1991 Vowel Height Model Height
[+/- l-:-wl/{\
[+/- high]

[+/- ATR]

Analogously, traditional models of tone feature geometry rely on two or
more different features to characterize tone differences. For example, the model
proposed in Clark 1990, and shown in (2), specifies tone with two independent
binary features, [upper register] and [raised pitch]. (For earlier models of tone
features that Clark builds upon, cf. Clements 1981, Yip 1980, and Pulleyblank
1986.)

(2) Clark 1990 Model Tonal Node

[+~ umﬁ\

[+~ raised]

Another type of model for vowel height feature geometry has been
proposed in both Clements 1991 and Parkinson 1996. In these models, vowel
height is specified by a single feature which is hierarchically organized. The
Clements model is given in (3).

(3) Clements 1991 Vowel Height Model Aperture

+/-ppen,
+-open;
+/-open;

Parkinson 1996 goes further in the direction of representing vowel height as
a hierarchical feature, His tone feature, [closed] is privative and stacked, that is,
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[closed] features are arrayed in a recursive chain with one instance of [closed]
dominating every other. Parkinson’s Incremental Constriction model is illustrated
in (4) for a high vowel.

(4)  Height
I
[closed]
|

[closed]

I
[closed)

As shown in (5), successively higher vowels have successively more
specifications of the vowel height feature [closed] in Parkinson’s model.

(5] a E & i
closed . . .
closed . .
I:]I}S‘Ed -

One of the justifications for the use of a single feature o specify vowel
height is that a single feature represents a single phonological parameter, and this
commesponds better to the single phonetic dimension across which vowel height
varies, The use of multiple features with differing phonetic correlates, as in (1),
obscures this property.

Because tone is similar to vowel height in this way, the use of multiple
features to represent tones at different levels of pitch similarly obscures the unity
of the phonetic dimension (ie, pitch) along which the difference occurs, The case
for tone may actually be more striking since there are no definitions of [upper
register] and [raised pitch] which even pretend to have different phonetic
correlates. Clements 1991 points out that of all the other features, only tone might
function in a hierarchical manner like vowel height does. Both Clements and
Parkinson also justify their models based on the elegant treatment which the
models provide for incremental vowel height assimilations. Although tone models
with multiple features can account for such assimilations by extrinsic ordering of
seemingly unrelated processes, only tone models with a single tone feature can
account for such assimilations in a unified manner. The existence of incremental
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tone assimilations, as will be seen in Ali, therefore provides similar justification
for an analogous model of tone,

2. An incremental tone model and the case of Juhoasi

These considerations lead to the question of whether tone should be
represented in the same way that vowel height is. Miller-Ockhuizen 1997 uses data
from a Khoisan language, Ju/''hoasi, to justify a similar representation of tone.
Sequences of tones in Ju/"hoasi words are no more than one step apart. As exem-
plified in (6), if the initial tone is L, the sequence is LH; if it is H, the sequence is
HL; and if it is superlow (S}, the sequence is S"L. Since these tone sequences are
predictable, Miller-Ockhuizen derives the second tone,

(6) LH gt ‘to hide’
HL da%N “fire’
S'L jaqle ‘clean’

The significant advantage of the Incremental Constricion model in
accounting for one-step vowel assimilations suggests that an analogous
representation to deal with one-step tone assimilation would be useful. Miller-
Ockhuizen provides the chart in (7) for Juhoasi tone. The chart includes
superhigh (S") although it is never found in word internal tone sequences.

(7) - e - N
[Pitch] . - . .
[Pitch] S
[Pitch] . .
[Pitch] .

The geometry assumed in Miller-Ockhuizen 1997 is presumably that in (8), where
privative [pitch] features are stacked on a tonal node to represent the H tone.

(8) Tonal Node

|
[pitch]

|
[pitch]

l

[pizch]
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Juw/"hoasi provides an interesting case of one-step tone assimilation, but it is
a case that involves no altermations. A stronger argument in support of a new
theory of tone feature geometry could be made if it were based on alternating
rather than nonalternating tones. When tone patterns are static it is difficult to
ascertain their true import since they might simply reflect accidentally unified
lexical patterns resulting from disparate historical processes. A patiern involving
altermations, on the other hand, provides compelling evidence for a unified
synchronic phenomenon. This kind of pattern is found in Ali, a three-toned Gbaya
language spoken in the Central African Republic.

3. The incremental tone model and the case of Ali

The associative construction in Al consists of at least two nouns, Or a noun
and pronoun, with the head noun to the left. Tone changes occur on the right edge
of the left noun. A L on the head noun raises one step to M, a M raises one step to
H, and H remains H, since there is no higher tone to raise to. For example, in (9a),
the L of head noun =& *head’ raises to M in the construction zi vére ‘buffalo head'.
The tone of the noun or pronoun to the right is irrelevant, as shown by second
nouns with initial H, M and L tones. When the left noun is disyllabic, as in (9d)
where ghala — ghala véré *buffalo bone’, the tone on both syllables is affected. In
three word constructions, such as gh@la zi mi ‘my skull’ (%), tone raising is
recursive. First, ghala + zi becomes ghald =i, and then ghald zii + mi becomes
ghala zii mi.'

9 L—aM
a. zu+ ASSOC + yéré — zi yéré ‘buffalo head'
b. =i+ ASSOC + tind —» zi tind “turtle head’
¢, zu+ ASSOC + sadi — zi sadi *animal head”
d.  gbild + ASSOC + yéré — ghili yérs *buffalo bone’
e. ghild + ASSOC + zii + ASSOC + mi — ghgla i mi  ‘my skull’
f  ghild + ASSOC + ya — ghili yi *his bone’

Likewise, the M of a head noun raises one step to H, as in nit — nit kpana
“jar mouth’ (10a). When the left noun has two different lexical tones, as in mbad
— mbadd mi “my mother’ {10d), only the final tone is affected.

! Underlining indicates nasalization.
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(10) M—H

a. mi+ASS0C + kpani — nia kpana *jar mouth’
nil + ASSOC + mi — mil mi “my mouth’
mil + ASSOC + sadi — mil sadi *animal’s mouth’

b. sim+ ASSOC + nii + ASSOC + mi — sdm ni mi ‘my mouth's saliva®
sidm + ASSOC + mi — sdm mi “my saliva’
sam + ASS0C + ya —» sam ya *his saliva’

¢. sald + ASSOC + i + ASS0C + mi — sdla li mi ‘my eyelash’
sild + ASSOC + n3E —» sild n3é *bird feather’
sald + ASSOC + & — sald *body hair’

d. mbii + ASS0C + mi — mbaa mi ‘my mother’
mbéd + ASS0C + ya — mbdd ya *his mother”

Adopting the incremental model proposed in Miller-Ockhuizen 1997, the
tones of Ali can be specified as in (11), where L is unspecified’, M has one
specification and H has two specifications.

(i P el -
[Pitch] . .
[Pitch) .

The one-step tone raising can be accounted for in terms of an associative
morpheme that consists of a floating [pitch] feature. In the associative
construction, the associative morpheme is suffixed to the preceding noun. As
illustrated in (12}, when it docks to the final mora, it adds a specification of [pitch]
causing the tone to raise by one step.

* This contrasts with Ju/"boasi where Miller-Ockhuizen fully specifies all the tones. Although no extensive
waork has been done on Ali, my work on the closely related Suma language where L is unspecified leads
me to suspect that L is unspecified for Ali as well. However, the choice between fully specifiying L or
leaving il unspecified has no significant consequence for this analysis
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(12) L=>M M—H
zii+ ASSOC  —» ZJ||.1 ni+ ASSOC =  nil
el |
[Pitchlussoc  [Pitch] [Pitch] [Pitch]

[Pitchlassoc  [Pitch]

There is an additional process that results in a surface tone which has
apparently been raised by more than one step in the associative construction. When
a final L is preceded by a H, as in (13), we expect the L to raise to M, but it
actually raises to H, due to a process conditioned by the preceding H. For example,
when kifi “ege” and k3ra “chicken’ are combined in the associative construction,
kitli becomes kil rather than *kfi.

(13) HL - HH
a.  ki+ASS0OC + yére — ko yéré  ‘female buffalo’ *kd
kb + ASSO0C + mi —» ko mi ‘my wife'

ki + ASSOC + dud — ko dua  ‘female goat’

b, kdili + ASSOC + n3é — kaili n3é *bird egg’ *kali
kili + ASSOC + kara — kali kara ‘chicken egg’

Although the data in (13) reflect one-step raising at an intermediate stage,
the surface tomes are the result of a further spreading process that spreads a
terminal pitch feature after the floating pitch feature has docked. The derivation
would begin with the docking of the associative morpheme { 14a), which produces
an intermediate form with HM tones. Next, the terminal pilch feature from the
preceding tonal node spreads once to the right (14b).

(14) a. kel + ASSOC

2

Tonal node  Tonal node

[Pitch] T Pitthlassoc

I
[Pitch]
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b. kaili (+ ASS0C)
Tonal node Tonal node
[Pitch] [I_"_it::h]
i)

The use of an incremental model makes possible a unified analysis of one-
step tone raising in Ali which allows for a straightforward characterization of the
associative morpheme as a floating pitch feature.

4, Problems for a traditional tone model in accounting for Ali

An analysis of the same data using a traditional model of feature geometry
presents several problems. Clark’s 1990 model, given in (2) and repeated in (15),
specifies tone with two independent binary features, [upper] and [raised).

(15) Clark 1990 Model Tonal Node

[+- uPP{].\

[+/- raised]

Using this model, we need to know what the specifications of tone in a
three-tone language would be. In a four-tone language, and assuming full specifi-
cation at some point in the grammar, the actual specification falls out of the model.
But in a three-tone language, there is some uncertainty over the tone specifications.
There are at least four possibilities, as shown in (16), and the choice between them
depends on what the actual tone altermations in a language are, Thus, in some
three-tone languages, we expect to find L specified as [-upper, -raised], while in
others, it would be specified as [-upper, +raised]. The same is true for M and H. In
some languages, M would be [-upper, +raised], while in others, it would be
[+upper, -raised]). In some languages, H would be [+upper, -raised], while in
others, it would be [+upper, +raised]. However, no matter which featural
assumptions are made, a unified analysis of one-step raising cannot be developed
using the traditional tone model.



Mary M. BRADSHAW 9

(16) L M H
{a) Upper 3 z it
Raised - + +

i(b) Upper - + +
Raised - - +

(c) Upper - - +
Raised - + -

(d) Upper z g %
Raised + - +

With a tone system as in (16a) in which L is [-upper, -raised]; M is [-upper,
+raised] and H is [+upper, +raised], the feaure changes given in (17a) would be
necessary in order to account for the tone alternations in the associative
construction of Ali, Where L becomes M, [-raised] changes to [+raised] and where
M becomes H, [-upper] changes to [+upper]. Thus, a different feature change is
required for each tone change and there is no way to unify the process. In addition,
the feature changes have to be ordered in a counterfeeding order to avoid changing
aL to M and then subsequently to H. Thus, M must first change to H; then L must
change to M.

{17b-d) give the same information as (17a) but in relation to the other
possible feature specifications given in (16). Note that these changes only account
for the one-step raising itself and not for the additional spreading process that
results in the final step of the derivation, ie. HM — HH.

(17} a.  [-up, -rai] — [-up, +rai]. [-rai] —» [+rai]
m[-up, +rai] = [+up, +raily [-up] — [+up] (counterfeeding)

b.  [-up, -rai] — [+up, -rai]y [-up] — [+up]
ml*up, -rai] = [+up, +raily [-rai] — [+rai] (counterfeeding)

¢. [-up, -rai] = [-up, +rail.y [-rai] — [+rai]

wl-up, +rai] — [+up, -rai]y [+rai] = [-rai]
[-up] = [+up] (counterfeeding)

d. | [-up, +rai] — [+up, -rai]y [+rai] = [-rai]

[-up] — [+up]
w[+up, -rai] = [+up, +rai), [-rai] = [+rai] (counterfeeding)
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The problem with this analysis is that the generalization that tones are
raised one step is completely lost. The processes by which [raised] and [upper]
features are changed show no evidence of even being related. Nor can we give a
representation of the associative morpheme that allows the surface forms to fall out
naturally. Instead we must rely on arbitrary tone changes to characterize the
associative construction.

There is still another way of approaching this phenomenon in a traditional
model, as illustrated by the features in (18). It is possible (though not desirable) to
allow two separate specifications for a M tone, either of which would result in the
same phonetic output. M might be specified as either [-upper, +raised] or as
[+upper, -raised]. Thus, there would be two phonetically identical but featurally
distinct M’s in a single language.

(18) L M M
+

Upper - -

H
+
Raised - + - e

Under this assumption, the one-step raising is merely a change of [-raised)
to [+raised], as illustrated in (19).

(19)  [-up, -rai] — [-up, +rai]y [-rai] — [+rai]
ml+up, -rai] = [+up, +raily

In order to justify such an approach, we need to have some other evidence
for two independent M tones. That is, there is nothing inherently wrong with the
notion that a language might have two phonetically identical but featurally distinct
M tones. It is simply that without some kind of independent phonological or
phonetic evidence for two M tones, an analysis like that in (18) 15 excessively
abstract.

5. Problems for an incremental model in accounting for Ewe

One-step raising provides support for an incremental model of tome, but
there are problems with such a model if we are commitied to the notion of a
feature geometry which is invariant across languages. Although the incremental
model is far superior to the traditional model in Ali, the incremental model simply
does not account for tone processes in some other languages. A clear example
comes from the Ewe language. There is a process in the Anlo dialect of Ewe
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described in Clements 1976 whereby M becomes 5% between two H's. Data is
given in (20). Note that there is also a process of 3" spread,

{20) Anlo Ewe (Clements 1978) M=s8'/H H
wa nivi — wa nivi
atyl + méghe — atyi méghé ‘behind a tree’
mé + iityiké deri-gé — m atyiké dard-gé ‘I"m going to sell medicine’
me + kpe + flé-g& — mé kpe fé-ge “I"m going to buy a stone”

In the traditional mode] of tone feature geometry, the feature specifications
will be as in (21), where L is specified as [-upper, -raised], M is [-upper, +raised],
H is [+upper, -raised], and g4 4g [+upper, +raised]. Since Anlo Ewe has four tones,
there 15 no ambiguity about the specifications.

(21) LUpper Register Raised Pitch
L = =
M - +
H + ; -
sH| + +

The analysis of the change from M to 8" shown in (22a), is straightforward
using the traditional tone feature model. The H's specification for [+upper] spreads
to the M where the [-upper] specification is delinked. Thus, the M changes from
[-upper, +raised] to [+upper, +raised], ie. to a §". 5" spread, shown in (22b),
involves the spread of the entire tonal node.

@) H M 8" H
i .
Eﬂ{\ [-u{\ ['43&91/\
[-rai] [l [

b. H-s"
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This data poses serious problems for an incremental model of tone features.
The tones would be specified as in (23), where L has no [pitch] specification, M
has one specification, H has two specifications and 5" has three. A change from M
to S" would entail a change from a single [pitch] specification to three [pitch]
specifications.

(23) i ey A o
[Pitch] s

[Pitch] . .
[Pitch] .

Using the incremental model, there is only one pitch feature that can spread,
and that would change the M to H rather than S*,

(24) H *M—=H H

[ [ !

[pitch]  [pitch]  [piteh]
[pillch] ' .“““[:ﬁlitch]

Thus, one step up in tone raising is possible, as seen previously. It is also possible
to spread the entire tonal node, but that too would result in a H. What seems to be
impossible is to use spreading 1o raise a tone to a pitch higher than the surrounding
tones. Clearly, one could always posit a rule by which two specifications of [pitch]
are inserted, but the insertion is unmotivated. Therefore, the incremental model
fails to provide a satisfactory account of the Anlo Ewe data, while the traditional
model allows for a tone change that involves raising two tone steps simply by
spreading register.

6. Problems for an incremental model in accounting for Kikamba

Another case that deserves mention comes from the Bantu language,
Kikamba. As elegantly argued in Roberis-Kohno 1997, tone aliernations in
Kikamba provide evidence for yet another tone feature, [extreme], which
‘characterizes tones at the periphery of the tonal space’. Kikamba has four surface
tones: 55, L, H and 8", shown in (25).
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25y 8¢} kokona “to hit”
L (unmearked) n3atokone “that we may hit’
H{) toikaakona “‘we will not hit’
540 koyia “to eat’

The highest {S“} and lowest {S“) tones pattern together in various tonal
alternations. As it happens, 5" is derived from a combination of 5% and H.
Roberts-Kohno 1997 demonstrates this by illustrating the behavior of §° phrasally.
S* is the phrase-final tone in a phrase with an assertive verb, as in néténda-koni.&
‘we hit (recent past)’. But if a verb stem has a final H, the phrase-final tone
surfaces as S", as in néwad-1dld “he just counted (immediate past). Evidence that
this 5" is a combination of S* and H comes when the phrase is extended by
adding a modifier after the verb. In néwaa-tala maid “he just counted bananas’, the
phrasal 5° now surfaces on the phrase-final mora, and there is a H (but no 5"
remaining on the verb stem.

Roberts-Kohno postulates a tone feature system as in (26), where the tone
feature [extreme] is added to the traditional feature [upper]. (The feature [raised] is
irrelevant in Kikamba.) Tones are postulated to be underspecified in Kikamba such
that 5" is specified simply as [extreme]; H is specified as [upper]; L is unspecified;
and 5" is specified as [extreme] and [upper].

(26) extreme  upper register
g .
L
H
g4 .

The derivation of 8" is shown in (27) as the combination of a S and a Hon
the same tonal node.

2mn (5"
!

extreme
() upper
(H)
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If we try to get a comparable result using the incremental model, once again
we mun into problems. We can specify the tone features as in (28) where S has one
[pitch] feature and 5" has four,

H

(28) £ L B B
[Pitch] . . . .
[Pitch] o
[Pitch] . -
[Pitch] .

If §" and H are combined as in (29a), the result is a contour tone, a fall from
H to S*. If the tone features combine as in (29b), the original specification for H
must be deleted and the result is 5. As in Ewe, it is impossible to get a tone with a
higher pitch than the surrounding tones in a process of tone assimilation, and pitch
insertion is unmotivated.

(29) aH gt b. H st
r |
[pitch] [pitch] [pitch] pitch]
|
[pitch] : [pitch]
| |
[pitch] [pitch]

The Kikamba data suggests that the traditional feature model should be
modified, as in (30), to reflect the existence of the tone feature [extreme].

(30) Tonal Node

[+/- upper]
[+/- raised]

[#/- extreme]
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7.5 An invariant tone feature model

The problem then is that if some languages are accounted for with the
incremental model and other languages require the traditional model or the
modified traditional model, do we have to give up the notion of a model that is
valid for every tone language? One way we could retain a more universal model is
suggested by vowel feature geometry. As shown in Parkinson’s adaptation (1996)
of the Clements & Hume 1995 vowel feature medel in (31), in addition to the
stacked height features for vowels, we have a separate branch with place features.

(31) Vocalic
Height
[ch'nsedl
(closed]
Phar [chlzﬁad]

A similar structure could be postulated for tone, as in (32). In this model, both the
modified traditional model and the incremental model are combined.

(32) Tonal Node

/\B

A |
. [pitch]

[+/-upper] |
[+/-raised] [pitch]
[+/-extreme]

[pitch]

This is a possible resolution of the problem, despite the fact that the new
model overgenerates possible representations of tone. That is, it looks as if a single
language could have a H tone specified in terms of stacked pitch features, as well
a5 a H tone specified in terms of [upper, raised, extreme], as well as a H tone
specified in terms of both. There is also a sense in which both parts of the tone
feature model in (32) represent the same phonetic dimension, ie. the tonal space,
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and differ only in the manner in which they divide up that space. However, the
idea that the same surface event may have different underlying representations is
not in itself a particularly controversial one. This can be illustrated with respect to
M tone, a phonological entity that has been specified differently in different
languages. A M tone is specified as [+upper, -raised] in Bradshaw 1995 for Suma,
and as [-upper, +raised] in Pulleyblank 1986 for Yoruba and Yala. Likewise, the
contrast between the vowels ¢ and e is described in terms of vowel height in a
language like Gbanu (Bradshaw 1996) but it is described in terms of the feature
[ATR] in a language like Igbo. The alternative to using a model as in (32) is to
propose that the feature geometry of tome is not invariant, but changes from
language to language, and this would be far more controversial than the problems
posed by the model presented here.

8. Conclusions

In this paper, I have shown that a model of tone using privative stacked
features provides a better account of one-step tone raising in Ali than the
traditional model which uses binary register and pitch features. But if the goal is to
have a unified theory of tone features that accounts for tone crosslinguistically, the
incremental model by itself does not fare very well. Some tone phenomena are not
well suited to such a theory—and the same can be said about the traditional model.
Even with modifications, the traditional model does not provide a satisfactory
account of some tone phenomena. If we combine the theories into a new theory in
which both stacked features and register and tone features are available, we can
maintain a model of feature geometry that is invariant across languages. This is a
desirable result, but one that is mitigated by the overenriched nature of the model
presented here.

In using a combined model, we recognize that different languages may
exhibil different patterns of tonal behavior. Just as we might not want to analyze
the same vowel contrast in terms of the same features, we might not want to
analyze tonal contrasts in terms of the same features in different languages. For
example, the difference between [¢] and [g] might be captured in terms of vowel
height features in one language and in terms of a place distinction or an ATR
distinction in another, as argued by Parkinson 1997 and Clements 1991 respec-
tively. Similarly tone contrasts in Ali might be best captured in terms of stacked
[pitch] features, while tone contrasts in Ewe might be best captured in terms of
independent [upper] and [raised] features.
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Tonal Polarity in Konni Nouns: An Optimal Theoretical Account

Michael Cahill

1. Introduction

Tonal polarity is a phenomenon in which 2 tone-bearing unit, often in an affix,
shows a tonal value opposite to that immediately adjacent to it. When the term “opposite™
is used, of course, this assumes a binary contrast in tonal qualities, i.e. a contrast between
only High and Low tones, Indeed, to my knowledge, the only cases in which tonal
polarity has been discussed in the literature are two-tone systems. These include Margi
(Hoffman 1963, Pulleyblank 1983, 1986), Bambara (Dwyer 1976, Creissels & Grégoire
1993), Moore and Lama (Kenstowicz, Nikiema, & Ourso 1988), Dagbani (Hyman 1993),
Dagaare (Antilla & Bodomo 1996, forthcoming), and Hausa (MNewman 1995). Schuh
(1978) also mentions MNgizim, Igho, and Hausa examples of tonal polarity. Though
Chumbow (1982) speaks of “polarization” in the three-tone system of Ogori, it is nol
clear that this is in fact tonal polarity rather than some other pmeﬁs.'

" This paper has benefited from comments made by Mary Beckman, David Odden, and Rober! Poletto on
2 related paper, as well as by various members of the phonetics/ phonology group a1 Ohio Stse Universiy.
Beth Hume and Mary Bradshaw have given numerows comments which have greatly improved its
coherence and substance. They are not responstble for any faubs which remain.

i

For discussaon of historical processes leading to synchronic tonal polarity, see Hyman & Schuh (19741
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In the SPE framework, polarity rules were handled with alpha notation. In a tonal
context, this would imply a rule something like the following.

(1) T= -aT/ aT _

This is interpreted as “a tone becomes the opposite of the value of the preceding
tone™ and is the way Schuh (1978) accounts for polarity. However, in an autosegmental
framework, this type of rule is an anomaly, as Kenstowicz, Nikiema & Ourso (1988)
point out; the usual autosegmental operations are spreading, delinking, or deleting tones.
There is no way to change a tone into the opposite of an adjacent tone in one step while
utilizing the usual range of autosegmental operations. Thus Kenstowicz er al (1988)
analyzed surface polarity in Moore and Lama not as true polarity, but as a surface
dissimilation of High tones (HH — HL). However, a dissimilation of this sort still is
anomalous in terms of the above autosegmental operations, unless it iz a shorthand
notation for deleting a High and inserting Low by default, as indeed Pulleyblank 1983,
1986 does for Margi. With the deletion/default option in place, the notion of “polarity™ is
reduced to an epiphenomenon rather than a true process in most of the literature cited
ahove (with the exception of Hoffman, who notes the phenomenon but does not attempt a
formal analysis, and Newman, who strongly argues that the notion of polarity is a natural
ong cross-linguistically and should mot be ruled out on the basiz of a particular
phonological model).

The framework of Optimality Theory is more amenable to the phenomenon of
tonal polarity. Possible outputs are scanned for violations of surface-true constraints, and
if, as we shall see, there is a generalization that a suffix is opposite in tone to the
preceding syllable, then a constraint may be formulated to express this fact of the
language. Since Optimality Theory is a non-derivational model, it is not concerned with
any mechanics of possible intermediates between underlying and surface forms,

In this paper, | present an Optimality Theory analysis of a polar-toned suffix in
Kanni nouns, for which previous analyses of polanty in terms of a general OCP-driven
dissimilation is not tenable. Kanni is a Gur language, Central Oti-Volta branch, spoken in
the Northern Region of Ghana by about 2500 people. Due not only to the number of
speakers, but also the isolation of its villages, the language is still largely unknown even
to most Ghanaians. Data is taken from my field notes in the village of Yikpabongo from
19806-1992, Some of the material is also found in Cahill (1992).

The basic phenomenon is that the Noun Class 1 plural suffix -a/e in Konni has a
tone opposite to what the previous stem tone is. Thus below, while all the singular forms
of the nouns end in a High tone due to the suffix -4, the plurals end either with High or
Low, whichever is opposite to the preceding stem tone.
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(2}  singular plural  stem  pleuffix
long: fome . ploss
tiin tana L H slone(es)
sl sid H L fish(es) (sp.)
bifisin bisd L H hreast(z)
tigin Lige H | house(s)
sikpddn stkpara LH L heart{s)

This phenomencn is limited to Noun Class 1 plural suffixes. All other suffixes are
unambiguously High-toned, and a general OCP-driven solution of the Moore/Lama type
will not work for Konni. However, an Optimality Theory analysis using a constraint
PoLag will be seen to work very naturally. In order 1o lay the foundation for analysis of
the polar-toned phenomenon, the broader tonal system of Kanni must first be examined.
This is especially necessary since most of the previous work published on tone in
Optimality Theory has been on Banlu languages, which have quite different tonal
characteristics than Kanni.

This study is organized as follows. The remainder of this section will lay out basic
theoretical assumptions and observations about tones in Kanni. Section 2 will go into
some detail a5 to reasons for choosing the underlying representations used in the
remainder of the paper, including High tones on suffixes, the floating High associative
morpheme, justification of a floating Low tone in downstep, and the existence of toneless
noun stems. Section 3 is the analysis in terms of Optimality Theory, first reviewing the
necessary consteaints, and then analyzing in some detail the polar-toned plural suffix of
MNoun Class 1. Finally, in Section 4, I summarize the consiraints and conclude. Two
Appendices of data are also included.

An autosegmental representation of tones is assumed in this work, as in
Goldsmith {1976) and the extensive literature anising from it . A detailed representation of
tonal features such as [+raised, upper] {e.g, Pulleyblank 1986), or the representation of
piteh register and pitch height on separate tiers (e.g. Snider 1990) is not necessary for our
purpeses here. While the Kanni analysis is translatable into such systems, these extra
enrichments of representation would not be illuminating, and the tones will be
abbreviated simply as H for High tone and L for Low tone.

The version of OT that will be assumed is that of Comespondence Theory
(MeCarthy & Prince 1995), in which varicus Max and DEP constrzints compare input
and output and penalize differences between the two.

Transcriptions of segmental material will be phonemic. Such a transcription is
very close to phonetic, with the exception of backing of front vowels hefore the velar
nasal (e.g. /i — [i], f&/ = [a]), reduction of vowels before liquids, and weakening of /g
to [y] intervocalically. Long vowels are transcribed as sequences of two identical vowels.
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Kanni has three phonological surface tones: High (), Low (&), and downstepped
High ('4), . These can combine to form one rising tone (low to high) and two falling tones
{high to low and high to downstepped high). In transcriptions, downstep will be indicated
by * before the next High tone. These are illustrated below.

(3) [kpadn] “eil’ H
[kpasn] ‘back ofhead’ LH
[kpa'in) ‘guinea fowl' H'H

The following generalizations may be made about the Kanni tone system:

(4) Generalizations about Kanni tone:

a) The syllable is the tone-bearing unit.

b) There is no HLH sequence phonetically within a word, and only rarely across
words.

¢) Contour tones are found only on the last syllable of a word.

d) A contour in Kanni has a maximum of two pitch levels, H-L, L-H, or H-'H,
i.e. a maximum of two tones associated to a TBU.,

¢) Underlving High tones do not remain floating, but Low tones can float
between Highs, causing downstep.

f) High tones always remain associated to the TBL that sponsors them.

Crucial to the approach employed here is the view that a downstepped high tone
after a normal high is the phonetic result of a floating low tone between the two high
tones (see Sec. 2.3). So a sequence transeribed as H'H is taken to reflect an underlying
tone pattern of HLH.

1. Underlying Representations

Standard Optimality Theory deals with inputs and outputs, with various
constraints mediating between the two. In this, OT differs from derivational rule-based
approaches, which may have several relevant levels at which different rules may apply. In
this section, before proceeding to the interaction of constraints in an OT analysis of Konni
nouns, T will justify the inputs assumed in following sections.

The notion of “sponsor™ will be important in the sections below. We will define
the sponsor of a tone as the segmental part of the morpheme that co-occurs with that tone
in the lexicon. At this point I am taking no position on whether tones are pre-linked to
TEL's in the lexicon; for simplicity in displays they are not indicated as pre-linked.
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2.1 High-toned nominal suffixes

The table below contains examples of all attested tone patterns and syllable
weights by noun class that | have to date. The classes are defined by what forms of the
articles and plurals they take. The most striking generalization to be noted is that an
overwhelming majority of nouns, whether singulars or plurals, definite or indefinite, end
with & High tone, (the exceptions are some plurals in Classes 1 and 3, and a very few
singulars in Class 3).

{5) Mouns Sineular S+ At Plumal PlL+ Arl  Stem tone
Moun Class 1 /-1 i i-al fa-hdl
stone 1in tinni timd tanihd L
face mark  wip winni wig wit'hé H
chest nyiidn nytiiri nytira nyi'rahd' H
nail yi'in yit'ei yitma yii'maha HL
bee siéhin) sidhiri sichie siéhié'hé HH
breast bisin bifiiri biflsd bilsahd L
bag billsgin billsgii  ballsgd bills'gahs  HH
stump didgbigin  diaghigii  dadgbogé  dadgbigé'hé LHH
Noun Class 2 /-fi/ ki [t J-ti-thf

courtyard  ghdan bk bt ehadrit I
path sién) siékii siéti sidni H
squirel  chi'ip chii'kd chif'ti chiitith HL
hawk kpii'lig kpii'like  kpii'li kpiillititi  HL

¥ Mo attempt has been made o integrate the Eanni noun classes into the larger picture of Miger-Conga;
thus the numbering of these classes 15 arbitrary, Variations in vowel quality of the suffixes (i1, wiv, a'e) are
the result of roat-controlled vowe] harmony (see Cahill 1996 for details).

* The /-ri/ suffix assimilates to a nasal-final noun stem as -ni/.

* The shortening of & root-final vewed in the plural accurs with non-front vowels and is accompanied by the
insertion of -r- hefore the normal suffix. A complete discussion of this is beyond the scope of this paper.
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Noun Class 3 /-1j/ I-kal J-gif {-gi-gi/
person Vi vildke viosi viiogisl
dawadawa  diiin dodka didsi diisisi
axe litan lig'kd liasi lia'sisi
tman démbin démblké  démbisi démbisisi
fly ndnjiin ninjokd  ndnjosi nAnjosisi
headpan  ta'siy tasil ke 1sigl thei ' gisi
lizard glirdtan gordd'ka  pOrka'st pirda!sist
hat sibuibin sibibiké  sibibisi siblibisisi
mussel kilingbi'dn  kilipgbia'ka - =
howl kiliriba koroba'ka  kdrdba'si kdrdba'sisi

MNoun Class4 -/ J-bif f-tff it
water nyadn ny&ibd ny&iti nyaariti
meat nin nambd nanti naniit
sleep ghi'in ghii'bi ghii'ti ghiiltiti
peanut sinkpdan sinkpddbd  sigkpddt Sipkpadrit
ash tanyé! iy tanyéé!liba

Noun Class 5 /-@/ foweif imeg, ifreg.
child bid bOaws balli ballili
WOITIAn hagi hawwd hiian hiaba
thief gaard ghfriwi
older sibling mi mii’wa mii'lig miili'ba

HHHL

HL

HHL

HL

A credible hypothesis, then, is that all the suffixes (excepr for the plurals [-a'-¢] in
Noun Class 1) are lexically High-toned. These will include the singular indefinite suffix
-/, the singular definite suffixes (-ri/, /ka/, ko', /<bw, f-wa/, the plural suffixes /-ha/,
I-tif, /-sil, /-ba/, and the plural markers /-ti/, /-si/, /-ba/. The only singular indefinite nouns
which end in a Low tone lack the -5 suffix; apart from the unusual £drgiba in noun class
3, these are all from noun class 5 (see forms in Appendices 1-2). The plural suffixes of
class 1, which manifest a tone opposite to the previous stem tone, will be examined below
in Sec. 3.4, but all the other noun suffixes have a High tone lt.'.xirl:.a.ll]r.5

!'T.h.;:'cll':lI':wp]mlfqnmhmm:iﬂa]:ndinginafwh:thmm!High;ﬂlhiapuﬁnm!mm

not understood.
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2.2 Floating High tone associative morpheme

Though the main point of the paper is not floating High associative tones, [
discuss them here in order to later demonstrate constraints on floating tones vs. associated
omes, and the reality and source of floating Lows in downstep,

The mompheme which marks the associative construction in third person, as in “his
stone” or “child’s stick" is posited to be a sepmentless High tone. The evidence for this is
that the head noun of every such construction for third person as possessor has a High
tone on its imitial syllable. It 1= only the third person, singular or plural, that has the
floating High tone as associative marker:

(6) 1t 2nd 3rd 3rd mon-human
singular fdagn  fF dadn it dalin kadalan  ‘my, ete. stick’
plural  fidasg i didy ba di'an ada'ay

If the head noun already has a High tone on s first syllable in citation form, then
there is no change when it is placed in an associative construction. Examples in which the
tong of the noun does change are given below with both pronouns and nouns as
possessors, The examples in (7a) are repeated in Appendix 1.

(7) a tin) o'y *stone, his stone’
kaghd b kagha *hat, his hat’
dampala O dim'pili  "bench, his bench’

by, boawd dildn  child’s stick’ {cf. bOawd “the child®, dadn ‘stick”)
bid kirfnith  “child's cutlass’  (ef bid ‘child’, karénfia ‘cutlass')
chord ;ﬂm!piia “husband’s bench” (cf chird "hushand’, dampald
‘bench’)

The alternation between the initial Low for head nouns in citation form and the
initial High in the associative construction is explained by the existence of a High tone
between the two nouns (comparable to the s in English ‘child’s stick™). The High will
dock 1o the head noun, gi\ring the ocbserved pattern of a High tone on the first syllable
{sometimes as part of a H'H contour on that syllable, as in 14" f and d4 dp above).

2.3 Downstep as floating Low tone
In some languages, ¢.g. KiShambaa (Odden 1982) and Supyire {Carlson 1983),

downstep can be shown to be the result of conjoining two High tones. In these languages,
two morphemes which are independently known to have High tones, when abutted, are
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phonetically H'H. However, in other languages (e.g. Akan in Cahill 1985 and Venda in
Kenstowicz 1994, inter alia), a downstep is the result of a Low tone floating between two
linked Highs. Kanni is of the latter type, as will be demonstrated here.

Consider the forms:

{8) wip wig “face mark, face marks’
th o ' ‘stone, his stone’ (14" is H'H on a single
syllable)

As argued in 2.1, the - singular suffix has a lexical High tone. The form wié
‘face marks® shows that the root wi sponsors a High tone, with the Low of the HL fall
coming from the polar suffix -e (discussed in Sec. 3.4). Thus both the root wi and the
guffix - have High tones. Their concatenation brings these two Highs together, If
downstep was the result of bringing two Highs together, we would expect a H'H pattern
wFr.ﬂ on the singular. However, the comect form is wig, with a level High tone. That a
H'H pattern is indeed possible on a single TBU is shown by the existence of forms like o
td'sj ‘his stone.” Thus downstep is not the result of concatenation of High tones.

More positively, & td'4 shows that the presence of a floating Low tone creates
downstep. As established in 2.2, third person possessives such as this are marked by a
floating High tone which associates to the head noun, on the right. Thus all head nouns in
this construction begin with & High tone. However, the citation form rdp has a LH
sequence. When the preceding associative High is added, the result is a H'H contour on
the syllable. Thus a Low tone is necessary between Highs to produce downstep:

9a LH boL H LH L HLH
£ | i S i
L) u tag U tag

This is also seen in the case of the downstep created by the addition of a definite
article to a noun ending with a Low tone. Quite a few plurals in Noun Class 1 end in Low
tones, and when the definite suffix -h4 is added, the result is a downstepped High on the
last syllable. There are also a few singulars which do the same:

(10)a. nydra n}'tj!lﬂui ‘chests, the chests' (class 1)
b. kirobd  kdriba'ka ‘conking pot, the cooking pot” {class 3)
The representations for ‘chests, the chests’ iz given below. The Low that is

present and associated in “chests’ is still present but floating in ‘the chests, ° a result of
spreading explained in Sec. 3.2
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(11) H L HLH
| | I ]
nyu ra nyu ra ha

With this background, we can see that a word like kp#'dp ‘guinea fowl® is
represented as having an underlving HLH tone pattemn, with the Low floating and causing
downstep. Further examples will be seen as we progress through the paper.

2.4 Toneless noun stems

Since some of the nouns with polar suffixes o be discussed later have toneless
stems, | justify their tonclessness at this point.

Two-syllable nouns in Kanni illusirate a variety of tonal patterns when placed in
various contexts. Especially notable is that nouns which have the same LH surface tones
in citation form behave quite differently in different tonal environments. 1f underlying
High and Low tones were mapped one-to-one onto syllables, there would be of course
only four possible tone patterns: HH, HL, LH, LL. However, the real situation is more
complex; there are at least eight actual tonal behaviors of disyllabic nouns. Much of the
complexity comes from the fact that some of these nouns have toneless stems andfor no
suffix in singular form.

Consider data with four disyllabic nouns below, repeated in Appendix 1, which all
have the same LH tonal pattern in citation form but show different behavior in different
tonal contexis. The postulated underlving tones of the root plus suffix are displayed in the
lefl column.

(12) UR citation ‘one X' ‘his X .
a ‘fish’ LH zhsin zasin 'kasni o zi'sip
b. ‘louse” @H kpibin kpibin "kaani i kpibiny
c. ‘hat' L®  kighd kigbd kaani O kighd
d. ‘woman' @@  higd hagi "kasni 0 hagi

Though all nouns have the same tone pattern in citation form, (12c) “hat® is
differentiated in the forms ‘one X' from the others. The last column, “his X'
distinguishes the other three from each other.

Mote that the nouns of (12a-b) end in -5 a5 do approximately 908 of Kanni
nouns. This -5 contributes the High tone of the second syllable. In contrast, the nouns in
(12c-d) end in a vowel, and I therefore posit that these have no tone lexically on the
second syllable. The other dichotomy comes between (12a.c), which | analyze as having a
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I:xic:l Low tone contributed by the root, and (12b,d) which | propose have a toneless
oot

The pattern for zasmg “fish” is exactly as we would expect for a noun with LH
present lexically, The downstep in the *his X column is placed as expected, between the
High of the suffix and the High of the first syllable that come from the associative
morpheme. But for kpibig ‘louse,” there is no downstep in the *his X' column as would
be expected if there were a lexical Low tone. The conclusion is that the Low which shows
up in citation form is not present in UR.

The nouns ‘hat® and “woman' have no - suffix and so any High in forms of these
words cannot be the contribution of the suffix. If there were a lexical High as part of the
roat, it would show up consistently in the same position in the wornd, similar to the Highs
in mddrd ‘a cake' or t&'sfp ‘headpan.’ Instead, a High tone shows up in different
positions in these words, and not at all in ‘one hat.” As [ will discuss below, the High tone
in the nouns for which there is no lexical High is the result of a phrasal constraint
inserting a High. The lack of a lexical High in *hat” and ‘woman’ explains why there is
only one High, on the initial syllable of the noun, in *his hat, his woman.” The High
comes from the floating High associative marker, and that is the only High in these
phrases,

The basic tone patterns of singular dizyllabic nouns, then, fall into a pattern based
on whether their stem is High, Low, or toneless, and whether or not they have the
common High-toned - singular suffix:

(13) with -5 (H) without -5 (&)
stemn H HH jirdy ‘“ladder’ HY madsd ‘acake'
stem L LH zasip ‘fish’ L®  kagbi ‘hat’
stem & @H kpibin ‘louse’ @@ hdgd ‘woman'

Other disyllzbic tone patterns, such as for td'sfp ‘headpan’ and nlmbei “sibling’
involve mone than one lexical tone in the noun stem.

2.5 The OCP and Koani

In words such as j&dy “ladder” in (13) above, I have indicated tones as HH
without comment. However, in the absence of a process by which HH is pronounced with

* The related Gur languages Moore and Dagaare have also been analyzed as having the cognate of the noun
stem of “woman’ as underlyingly toneless. For Moore, the cognate word is pigd (Kenstowscz, Mikiema &
Ourso 1988), and for Dagaare it is p3g (Antills & Bodoma ms) With the limited data in both these
articles and my Konni data, it has not been possible to identify any toneless cognates comresponding to the
Eanni *louse’ class of words.
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a downstep between the Highs, there would be no phonetic difference between two
distinet High tones and one High multiply associated to the two syllables. In some
languages, sequences of two identical tones are not allowed, and they either merge, as in
HH = H, or one dissimilates, as in the Meeusen's Rule HH — HL, or a downstcp
(possibly a floating Low) is realized between them. However, in Konni, the OCP is not
active with respect to tones. We can see cases in which sequences of both LL and HH
must be allowed.

For High tones, consider the case of jded ‘shades” and mded “rivers.” Both are
representative of several words, i.e. neither is a unique case, and both have the tonally
“polar™ plural suffix -a, to be further discussed in Sec. 3.4, which in both of these words
inserts 4 Low tone, since the previous tone is High. The guestion, of course, is how o
explain the difference between the final Low tone in mggd and the final falling tone in
Jdgd. The fall cannot be the result of a spreading process, since it does not oceur in mdgd.
The solution is that jdgd has two adjacent High tones in underlying representation, and
mikra has one:

{14} HHL HL
B ] 4
jaga s ga

The word dampdla *bench’ (lit. ‘logs”), contrasted with bdrimip ‘bush donkey’
shows the difference between words with a single multiply-linked Low and two adjacent
Lows, When ddnmpdld and burimip have a High-toned word preceding, the tonal behavior
differs:

(15} dampala i) wi dampald ‘beneh, I lack bench’
bifimin ) wo 'biirimin *donkey, [ lack donkey'

As illustrated in (10a) and (11), a HLH underlving tone on a trisyllabic word is
realized as H'HH on the surface. A single Low between Highs is always floating,
resulting in downstep. However, if more than one Low is present between Highs, then
they are associated and pronounced as Low. My claim is that the difference in tonal
behavior between dampald and bdrimiyg is the result of the presence of two lexical Low
tones versus one:

(l6ja. L L H HL LH b. L H HLH
I L1 LKl 1 | A
dampala wo dampala barImin wo burimin

Since identical adjacent tones may exist for both High and Low tones, it is evident
that the OCF cannot be a highly ranked constraint in Kanni. As far as known, the QCP is
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never active in Kanni, and it is never necessary to invoke it to explain tonal phenomena in
Kanni,

3. Optimality Theory and Tone in Kaani

Investigation of the nature of tonal constraints is still in its infancy, especially
gince, as previously mentioned, most of the OT investigations of fone are on Bantu
languages, which have quite different tonal characteristics than Kwa or Gur languages,
for example. For this reason, | will adopt a somewhat conservative approach in proposing
constraints in this work. For the most part, the constraints proposed here will either be
parallel to well-established input-output constraints, such as those of the Max and Depr
family, or closely tied to surface-true generalizations about Konni and other tone
languages. In this section [ will discuss how different constraints interact to give the
gurface forms of Kanni nouns.

3.1 Basic constraints

From the beginning of autosegmental theory (Goldsmith 1976), it was seen that
the optimal configuration, or at least the starting configuration in a denvational
framework, was that there was one tonal autosegment associated to one TBU. It was
when there were more tones than TBU s, more TBLU's than tones, or some language-
specific spreading rule, that this pattern was violated. But the one-to-one mapping of
tones to TBL's is a general constraint on languages, one which is often violated, o be
sure, but which is the general default case. The following constraints, taken from Antilla
& Bodomo (1997), give the results of this mapping; let us consider them as a starting
point.

(17)a. | Tone/TBU - every TBU is linked to exactly one tone (= "'l::-.':ﬁ.‘n'l't:!ll;.rlt,1
*TOMELESS)
b. 1 TBLVTONE - every tone is linked to exactly one TBU (= *FLOAT, *SPREAD)

In the case where both constraints are completely satisfied, there is one tone for
every TBU, and one TBLU for every tone, i.c. 2 one-to-one mapping of tones and TBU s,

Each of these general constraints may be violated in two ways, a consequence of
the term “exactly™ having two parts to its interpretation, that is, “exactly” has the parts “at
least™ and “not more than™ Thus if two tones are linked to a single TBU, then
1Tone/TBU is violated by this comtour tone. In complementary fashion, if there is a TBU
which is not linked to any tone, then 1TONETBU is violated by this roneless TBU.
Similarly, if a tone is not linked to a TBU, 1TBU/ToNE is violated by this Toaring tone,
symbolized as (T). Finally, if a tone is linked fo more than one TBU, 1TBITONE is
violated by the multiply-linked tone.

" A constraint prohibiting comtour fonss was also proposed in Bradshaw 1995,
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For a given language, it is an empirical question if the functions need to be
separated into their components, or whether the more general constraints of (17) are
sufficient. Antilla & Bodomo do not separate the functions of (17a.b) for Dagaare, but
leave open the possibility that it may be necessary in some situations. In several
languages it can be demonstrated that these functions act separately, where a language
exhibits one of the pairs of behavior but not the other. For example, Shona disallows
floating tones but has extensive tone spreading {Odden 1981, Myers 1987), Kikerewe has
toneless svllables but no contours, and Kenyang has contours but no toneless syllables
(Odden, pc). As we will see below, it is also necessary to separate these functions in
Kanni, and *CONTOUR, *TOMELESS, *SPREAD, and *FLOAT (= *(T)), are the actual
consiraints.

There is, however, an additional distinction to be made with respect to *{T) and
*SPREAD. Since their referent are tones, there is a potential distinction between High and
Low tones in these constraints, and this distinction will turn out to be relevant. So (17b) is
actually a family of constraints:

(18} *(T) = *(H}, *(L}
*SPREAD = *HSPREAD, *LSPREAD

The distinction is crucial, as we shall see. In Kanni, high tones spread, but Low
tones do not. Low tones can remain floating, but High tones can not. From our start in
(17}, then, we have the following constraints:

(19) &. *ConToUR - every TBU is linked to not more than one tone
b. *TONELESS - every TBL is linked to at least one tone
. *{H) - every High tone is linked to at least one TBU
*(L} - every Low tone is linked to at least one TBUJ
. *HSPREAD - every High tone is linked to not more than one TBU
*LSPREAD - every Low tone is linked to not more than one TBU

oan

In this paper, *ConTOUR, *ToNELESS, *(H), and *HSPREAD will play a role in the
discussion to follow, though | will not discuss details of their rankings here (for
justification of the undominated ranking of *(H) as well as further details on these
constraints, see Cahill (1997)).

Before our first tableau, we must consider another constraint that keeps tones
from wandering in unrestrained fashion. It depends on the notion of sponsorship. A
maorpheme “sponsors™ a tone if that morpheme includes that tone in its lexical entry. The
constraint 15 ALIGN-TO-SPONSOR:
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(20} ALIGN-TO-SPONSOR - the leftmost of the tones sponsored by a morpheme
is associated to the leftmost TBU which includes
that mm]:lh:ma.s

This constraint keeps lexical tones associated to the morphemes sponsoring them.”
For example, ALIGN-TO-SPONSOR 15 necessary to keep a High tone on the word-final
syllable of nouns ending in -5, even if the preceding syllable is toneless, as in kpibip
‘louse’ ahove. Usually a morpheme will have an entire syllable at its left edge, and so the
leftmost tone will associate to the leftmost syllable of that morpheme. Howewver, if the
maorpheme is not an entire syllable itself, as with word-final -, the tone of the morpheme
associates o the syllable containing the morpheme -, as we see both in kpibig and our
first tableau below. In this and all following tableaus, morpheme boundaries are marked
with a hyphen, not only for the segmental matenal, but between tones as well.

Tableau 1: tiy ‘stone” -- shows ALIGN-TO-SPONSOR == *CONTOUR

UR L-H ALIGN-TO- *CONTOUR
tan-f) SPONSOR
a LH
@ v f .
tan
b. L H
| M
tag
. LH
| i
tan

Abaove, the Low tone is sponsored by the noun stem fan'" and so must associate to
its sponsoring morpheme by Align-To-Sronsor. Likewise, the High tone is sponsored by
the suffix -5 and must associate to the syllable containing its sponsoring morpheme. The
ALIGN-TO-SPONSOR constraint is unviolated when both High and Low tones associate to
the single TBU of the word. Since the winning candidate has a contour tone, it is evident

' Bickmore (1996) includes a similar constraint, citing Ham {1996): ALIGN (H,L,S0.L) - The left edge of
a High Tone Span must align with the left edge of its lexical source. Predating both of these is the Basic
Alignment Lefi family of Optimal Domains Theory, aligning the left edge of some F-domain 1o the beft
edge of its sponsor (Cole & Kisseberth 1994, 1995, and other ODT literature).

*  ALION-TO-SPONSOR has some properties in common with the traditional lefl-to-right mapping in
autosegmental phonology. 1t maps the leftmost tone 1o the leftmost TBU. However, it says nothing about
where the sscond tone in a sequence should be mapped. Furthermore, it specifically targsts morphemes,
whereas the usual autoscgmental mapping sargeted words. In this way, it somewhat resembles the tone 1o
TBU mapping scheme in Lexical Phanclogy, in which tones were associated to morphemes before bracket
erasure berween morphemes occurred.

" The actsal stem is fam, as seen in the plural tan-a. But when the suffi -5 is added 10 tan, the result is rap.
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that ALIGN-TO-SPONSOR outranks *ConToUR. In candidate (b), the High tone is not
associated to the syllable tag containing its sponsoring morpheme fa-, and in candidate
{c), the Low tone is not associated to the syllable tag containing its sponsoring morpheme
__E_

The constraints *(H) and *(L} are both violated above in the losing candidates,
and could in themselves force the scceptance of the winning candidate, but there is no
way o tell from rdi what ranking they should have with respect to each other or with
respect to *Cowrtour. Other data discussed in Cahill (1997) shows that *(H) is
undominated; an underlying floating High tone is always associated. However, ALIGN-
TO-SPONSOR can be violated,

3.2 More complex cases - prohibition against HLH

In Kanni words, there is never a phonetic HLH ( —_ ~ ) sequence within words.
Rather, when morphemes that would have produced such a sequence concatenate, the
result is H'HH { ~ - -).

One plausible reason for this can be traced to the nature of communication. A
language must have “texture” to it, a variation in whatever parameters are relevant, in
order to communicate any information at all. However, these parameters must not vary so
rapidly that it presents excessive difficulty either in parsing the information present, or
producing the necessary articulations. In a tonal language, this implies avoidance of two
extremes, both a wotally “flat™ pitch extending over some domain, and too rapid an
alternation between Highs and Lows. Either situation depicted graphically below is not
desirable.

(21) &

This situation translates into two types of constraints in OT. A constant Low-tone
such as in (21a) is prohibited in Kanni by a constraint requiring at least one High tone per
waord, 1o be discussed below." (21h), a constant alternation between High and Low tones,
is shown to be prohibited in Konni by the fact that there is rarely a HLH sequence on
TBU's (e.g. see (10-11)).

" Inserestingly, Kanni freely allows words and utterances with all High tones, but not with all Low tones.
This asymmetry with respect to Highs and Lows is possibly related to the salience of High vs. Low, but a
fuall discussion of this is beyond the scope of this paper
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(22) *HLH = no Low can be associated when between two Hightones: *H L H

I
X

The citation form of the constraint, *HLH, is shorthand for the fuller represen-
tation of the forbidden configuration at the right of (22) above. The precise form of this
constraint is proposed tentatively; there may be another configuration that would be as
adequate.

The absence of a constraint symmetric to *HLH is notable, i.e. there seems to be
no *LHL cross-linguistically; on the contrary, there are many instances in which one
syllable iz prominent (i.e. accented or high-toned) and is surrounded by non-prominent
ones. Speculatively, this could be due to the greater salience of peaks relative to valleys.

As mentioned, the result of concatenating morphemes with HLH tones is H'HH,
not HH'H. In the output, it is the fightmost High which has spread left.'> Most spreading
in Konni 1= from nght to left." A constraint against rightward spreading is evidently
active.

(23) *R-SPREAD - a tone cannot be associated both to its sponsoring TBU and to a
TBU to its right.

This constraint depends, of course, on being able to correctly identify the
sponsoring TBU of a particular tone. As we shall see below, this presents no problem. A
language may have a predominant direction of tone spreading, and in such a language,
cither *R-5PREAD or the complementary *L-SPREAD would be highly ranked.

The constraint mentioned in the introductory section 3.1 against spreading must
be mentioned at this point as well, that is, *H-SPREAD, which prohibits any spreading of a
High tone. Since the High here is multiply linked, then *H-SPREAD must be ranked below
*HLH.

"* In Cahill (1952) | proposed anather High-Spreading rule applying across word boundaries, but it now
appears that the data actually may all be covered by spreading High in the HLH environment.

"* There are two known cases where a tone does spread rightward, One is from a noun onto the toneless
locative particke ma'me ‘on'in'at’, which assumes the sone of the noun fo the left, e.8.:

tigiri mé ‘im the house' gbipkpidm mé  “on shoulder®

lorike me ‘on the lorry” knkim mé “in tin can®
Motz that the High here spreads onto a toneless TBL and s thus disunguished from the spreading of High
omto & TBU which sponsors a Low tome, which is leftward in Kanni. The second case is an apparest
rightward spreading in some noun-adjective complexes, which 1 have not investigated fully, These show
that *R-5FREAD may be violated in at least some cases , and 5o 1 do not show it in tableaus as undominated,
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Tablean 2: na'psrip “calf (leg)’ shows *HLH, *R-SrrEAD >> *H-SPREAD, *(L)

UR HL-H | *HLH | *R-SPReaD | *H-SPREAD | *(L)
Hapari- |
HLH :

e il * ol

& Napariy I
HLH i
1A i , T

b. naparip :
HLH 4
11 *1 |

€. napany |

I follow here the convention of pulting a dotted line between contraints whose
ranking with respect to each other cannot be determined.

Candidate (c), though perfecily satisfying a one-to-one matching between tones
and TBUs, is nevertheless rejected because it violates *HLH. Candidate (b) is rejected
because the spreading of High is rightward, leaving candidate (a) as optimal, Note that
the High tones and their respective sponsors are readily identifiable.

3.3 The disyllabic nouns - Max and DEP constraints

MWow we are in a position to evaluate the disyllabic nouns and sec in particular
how four different underlying representations can give rise to one surface citation form of
LH. In Cahill (1997}, | examine all four disyllabic noun patterns which are LH in citation
form, both in the associative construction and in citation form. Below [ will limit myself
to forms which illustrate the interaction of constraints relevant to the analysis of the polar
suffix of noun class 1. The Max and Dep family of constraints, not discussed up to this
point, will be essential as we consider toneless nouns, though some patterns are
analyzable within the constraints already established.

The Max and Dep family of constraints is well-established in Comrespondence
Theory (e.g. McCarthy & Prince 1995 and others in the same volume). In the
foundational paper on Correspondence Theory (MceCarthy & Prince 1995), Max and Dep
were defined with respect to segments, i.¢. speech sounds such as vowels and consonants:

(24) Max family - every segment of 5, has a correspondent in 5; (prohibits
deletion)

DEeP family - every segment of 5, has a correspondent in 5, (prohibits
insertion)
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The Max and DeP family have also been used with entities other than segments,
e.g. moras (Itd, Kitagawa, & Mester 1995). Also, with the recognition of tones as
autosegments, that is, entities which may be deleted or inserted independently of any
segmental or other featural material, we can apply these constraints fo tones, as indeed
Myers & Carleton 1996 have already done. The constraints used here will be specifically:

(25) Max-I0 (T) - every tone of the input has a correspondent in the output
(prohibits deletion)
DEp-IO(T) - every tone of the cutput has a correspondent in the input
(prohibits insertion)

These will hereafier be referred to by the abbreviated forms Max (T) and Dep (T).
Mote that a tone may be floating in either input or output and be counted as present, i.e. if
& tone which is associated in the input is floating in the output, it has not been deleted and
does not violate Max (T). Even floating tones may have phonetic effects: a floating Low
will cause downstep, and a floating High can associate in some contexts even if not in all.

Since a tone may be either High or Low in Kanni, the constraints above are
actually families and can be split into Max (H) and Max (L), Der (H) and Der (L) below,
since the High and Low tone constraints may have scparate rankings.'* For the Der
family, they must have scparate rankings. Likewise, there is likely a difference in the
deletion of High and Low tone, but for the data in this paper no specific reference to Max
(L) is made, and in this paper [ will refer only to Max (T).

These Max and DEP constraints are essential to understanding how a LH citation
tone on a disyllabic noun can actually arise one of four different ways, and we now
examine these.

The noun h3gd “woman' is posited to be toneless underlyingly (the LH in citation
form will be discussed below). In & hdgd ‘his woman,” a High tone is from the
associative morpheme (see Sec. 2.2). The tableau below refers to the constraint
*To~ELESS for the first time; this constraint rules against any form which has no lone
associated to a TBU. Since there are not any surface toneless TBU's in Konni,
*TONELESS is undominated.

" Mose that the parenthescs around the constraints *(H) and *(L) indicate floating tones, but the
parenthesss in the MaX and DEP constraints are used merely as separators.
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Tableau 3: 0 higi “his woman® shows *ToNELESS, H-5PREAD, DEP (H) == DEpP (L)
UR H *TONELESS | *H} *H- Der(H) | Der(L)
ASSOC  hogu ! SPREAD
HL

]
hagu
HH
h.:'rglu

H

i
a

Ple — |l -

*

H L
PR
hagu

R
i =

i

L

| IR
<. U hagu

L

| Ll *

U

& U hagu

With no underlying tones in hage, all surface tones are inserted . Here and in
cases below, a toneless TBU receives a Low tone as default. This involves a violation of
DEp (L), But this case shows that the Konni speaker would rather insert a Low than
spread a non-lexically sponsored High or insert another High, Also, note that spreading
the High to a toneless adjacent syllable is not an option, and is ruled out by *H-SPREAD.

Neither of the nouns kighd ‘hat’ nor higd 'woman® has an underlying High tone
present in the forms [ have posited, vet they both in citation form have a High tone on the
second syllable. As previously mentioned, no noun in citation form is all Low toned,
whatever the number of syllables. There is always at least one High present. in some
contexts kagha is pronounced with all Low tones, as in kigha kdani ‘one hat’ or ) wo
kigha 1 lack hat." In these cases, related to the discussion about the tonal texture of an
utterance in See. 3.2, we see that in Konni, the uiterance has a High tone elsewhere. In the
citation forms, if there is no High in underlying representation, one is inserted. This is the
only siluation where High-insertion takes place in Kanni.

This relates to similar phenomena in other languages. In scveral genetically and
geographically diverse languages, there is a prehibition against a word having only Low
tones. In Mixtec of San Miguel El Grande, in Mexico (Goldsmith 1990, from data in Pike
1948), no words are all Low-toned, The Moore and Dagaare languages of West Africa
have a similar pattern: in disyllabic nouns, HH, HL, and LH are attested, but not LL
(Kenstowicz, Nikiema, & Ourso 1988, Antilla & Bodomo 1996). Finally, a similar
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constraint STEMH (all stems must contain a H-tone) is proposed for North Kyungsang
Korean (Kim 1997). In all these languages a “flat” texture of Lows is not tolerated.

The relevant constraint in Konni needs more investigation as to its precise
formulation; in particular, what exactly is the domain that requires a High tone? For the
present, and knowing that its domain may need revision, | propose the following
undominated constraint:

(26) H-PRESENT - there must be at least one High tone present in an utterance.

The tableaun below shows the activity of H-PRESENT with other constraints, as well
as the first appearance of the DEP{H) constraint.

Tableau 4: kigha ‘hat® H-PRESENT == DEP(H)

UR L H- ALgn-to- | Depr{H) | Der(L)
kagha PRESENT | SPONSOR
LH
) &
a. kagha
HL
| | t! L]
b. kagba
ELE
1 | *! *®
c. kaghba
L
I\ "
d. kagba

Since a High tone is inserted, here DER(H) is violated and must therefore be
outranked by other constraints which rule out the alternative candidates below. The word
kaghd is posited to have a Low tone since there is always a Low present in some posgition
in the word in all contexis (see Appendix 1), unlike the roots I have posited as toneless.

3.4 The polar plural suffix of Noun Class 1

In this section I show that the tonal behavior of the class 1 plural suffix in Kanni
can best be accounted for by a constraint POLAR, specific to that morpheme. After
reviewing the Kanni data, [ will specifically show how PoLAR accounts for all the forms,
theén examine two other researchers’ approaches to “polar” suffixes, and other possible
solutions within the system proposed thus far in this paper.
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In previous studies of nouns in Gur languages. it has been noted that in mamy
nouns, the nominal suffix has a tone opposite to that of the noun stem. In Moore, for
example, disyllabic nouns have one of the patterns LH, HL, or HH (but never LL).
Kenstowicz, Nikiema, and Ourso (1988) analyze this and a similar pattern in Lama as all
suffixes having a High lexical tone, with the stems being either High, Low, or toneless, A
/L-H/ sequence is unchanged, a 'H-H/ sequence changes to HL by a version of Meeusen’s
dissimilation rule, and /@-H/ changes to [H-H] as a result of spreading the only High tone
present. So in Kenstowicz ef al’s analysis of Moore, the apparent tonal polarity is the
result of other processes. Hyman (1993) proposes a similar analysis for Daghani as well.

In Konni, most suffixes on nouns in Kanni are High-toned. In contrast to Moore,
this 15 shown by the fact that these suffixes do not allemnate or show any polarity, but
consistently show up as High-toned. However, the plurals of Moun Class 1 (MNC1) in
Kanni behave in a way inconsistent with the other unambiguously High-toned suffixes.
These are exemplified by the forms below, repeated in Appendix 2. The suffix on the
plural form is either -2 or -g, depending on vowel harmony, and this suffix is mor
consistently High-toned, but surfaces with a tone opposite to the previous stem tone,

(27) singular plural stem  plsuffix

lone  lone gloss
téin 1Ana L H ‘stone/s’
£l sid H L ‘fish/es (sp.)"
bifisin biisa L H ‘breast/s’
tigin tige H L *house's’
sikpaan sikpara LH L *heart's”

There are also noun stems with HL 1one. Since these add an additional complication,
discussion will be deferred until later.

A satisfactory approach in terms of the Optimality Theory worldview comes when
we note that the tone of the plural suffix is opposite to the one before. This is true in a
wide variety of cases, whether there is an inserted tone on the soffix, the NC1 plural
suffix tone is spread, whether the last tone of the word is an underlying tone of the root,

or whether the polar tone is floating, all of which will be exemplificd below. We propose
a constraint POLAR to describe this generalization.

(28) POLAR: when a noun class | plural suffix is present, there is a tone immediately
following the final stem tone which is opposite in polarity to that stem
tone.

This constraint refers to the tonal tier, and describes the presence of a tone
adjacent and to the right of a stem tone. If such a tone is not present in the input, it will be
inserted, from the interaction of PoLar and other constraints. However, if the input
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already satisfies POLAR, no insertion occurs. [ first illustrate POLAR with the NC1 plural
sk “fishes’. In the tableaus below, @ is not meant as a formal entity, but merely to
indicate the lack of a sponsored tone for the indicated segmental morpheme.

Tablean 5: sia “fishes’ POLAR == *CONTOUR

UR H-&@ PoLAR *CONTOUR Der (H) Der(L)
s1-a
 HL
| ¢ * *
a.  sla
H
| !
b. sa
HH
| _.l' 'Ir - -
c. sia
LH
| ! L1 *® *®
d. sz

Recall that the syllable, here the diphthong i, is the TBU in Konni, and in word-
final position, it can bear a contour tone. Candidate (a) wins, though it violates DEp{L) by
inserting 2 Low tone, and violates *CoNTOUR by having a contour tone. Since si is 2
NC1 plural, POLAR applies, and candidates (b) and (c) fatally violate it, since there is no
polar tone present. Here, PoLAR is satisfied by the insertion of a Low tone. Candidate (d)
fatally violates POLAR because the poler tone does not follow the stem tone, but precedes
it
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Similarly, with fd “tails’, POLAR is satisfied by inserting 2 High tone.

Tableau 6: ji4i ‘tails’

UR L-B POLAR *CONTOUR Der (H) Der (L)
ju-a
= LH
|/ ¥ :
a  jua
LL
| ! '
b. jua
L
| *
¢ jua.
HL
|/ ¥ * *
d.  jua

In both rdn-d *stones’ and rde-d-hi “the stones’, POLAR forces the -a suffix to
have a High tone. Interestingly, while in tdn-d the High tone is clearly an inserted one, in
tan-d-hd, the High on -4 may have its source in either insertion or from spreading from
the High on -hd. We first present the tableau for tan-d “stones.”

Tableau 7: tina *stones’ shows PoLak =>> DEp(H)

UR L-& *TONELESS PoLAR DEr(H) Der(L)
Tan-a
Lo P
| | »
da. tana
L L
I 3 *
b,  tana
i
[ % *|
L lana
L
| “ .
d. tana

The winning candidate (a) avoids a violation of POLAR by inserting a High tone,
showing PoLar outranks Dep(H). Candidates (b, ¢, d) all violate POLAR and are ruled
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out. Candidate (d) is ruled out not by its violation of PoLar, but by a violation of
*ToneLESS, As we shall see later, it is possible for POLAR to be violated, but *TONELESS
never is. PoLaR is thus highly-ranked, but not top-ranked.

In tdn-d-hd ‘the stones”, the High tone on -4 could conceivably have a source
cither in an insented tone or in spreading from the definite suffix -Ad, as illustrated below.

Tableaun 8: tan-a-ha “the stones”

UR L-@-H | PoLar | *H-SPReaD 1 DEP (H) Der(L)
tan-a-ha !
= LHH ;
| ] ] l .
a.__ tanaha L
« L H 1
| £ * i
b. tanaha 5
LLH i
111 i : i
c. tanaha 1
L H ?
B *l |
d. tanaha !

Above, I mark both candidates (a) and (b) as winning, since at this time there is no
way to distinguish which is actually the winner.”” Candidates (c, d) are clearly losers in
that they both fatally violate PoLar. However, we have not established a ranking between
*H-SrreaD and DEP (H) in this work. Empirically, this is difficult to establish, since a
multiply-linked single High and two Highs are phonetically indistinguishable This is
unfortunate, since they are the very constraints that would decide between candidates (a)
and (b). The issue amounts to whether it is better to spread a High onto an empty TBU or
insert a new High. The only cases of High insertion we have seen in Kanni involve words
which have no underlying High, and it is quilte possible that High insertion is indeed
limited to those. However, at this point, | have no clear empirical evidence to decide the
ranking, and at this point, we must live with the indeterminacy.

The tableau for fdgd ‘shades’, however, is unambiguous:

¥ In approaches which do not concern themselves with association lines, such as Bickmore 1996, or as in
Optimal Domains Theory, which explicitly denies assoctation lines, this distunction is a non-issue,
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Tablean 9: jagi ‘shades’ shows POLAR == DEP (L)

UR HH-@ POLAR MaXx(T) | *ConTOUR | DEP(L)
jag-a
= H HL
| |_|l * *
d  jaga
HL
I ! g
b. jaga
HH
[ 6
€. jaga

In jagd, the winning candidate (a) satisfics POLAR without violating Max (T).
Candidate (b) also satisfies POLAR, but incurs a fatal violation of Max (T) by deleting the
second underlying High tone. Candidate (¢) does not satisfy POLAR and is therefore ruled
out. The word birié ‘chins” as well as others are also accounted for by this approach.

An inserted polar tone is not always associated, as shown by the analysis of
ball#gihd “the bags." The floating Low that is indicated by downstep is associated in the
indefinite form bl dgd “bags.” In the indefinite form, there are simply two High tones in
the stem, and the Low on the suffix -4 is inserted to conform to PoLAR. In the definite
plural form, a Low is also inserted, but it remains floating:

Tableau 10: boill 5 gdhd ‘the bags

UR HH-@-H *HLH POLAR *Rr1- Der (L)

bullag-a-ha SPREAD
o« HHLH

o Sl &
a.  bullogaha

HHLH

L1 5 "
b.  bullagaha

HHLH

L1% ] il ¥
c. bullagaha

HH H

1] 4] *
d. bullagaha

Candidates (a-c) all have the inserted Low tone after the stem High and thus do
not violate POLAR, as does candidate (). Candidate (b) is ruled out by a fatal violation of
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*HLH, since the Low is associated between two High tones. Candidate (c) is ruled out by
a violation of *R1-SPREAD (recall from the discussion in Sec. 3.2 that a /HLH/ sequence
in Kanni is pronounced [H'HH], as in Tablean 2),

In some words, the polar tone inserted for the indefinite plural form does not
surface at all in the definite plural form. In forms like sisié “grasscutter’ (a groundhog-
like animal), the plural suffix -¢ has the expected polar High tone. However, in sisidhé
‘the grasscutters,” the plural suffix does not manifest a High. This falls out from the
constraints posited thus far.

Tablean 11: sisiéhé ‘the grasscutters

UR LL-&-H POLAR *ConTOUR | Max(T) | Der(H)
sisi-g-he
+ LLH
Lo
. sisiche
LLHH
11r * ®
b.  sisiehe
L H
LA i,
t.  sisiche

Thus far, either an inserted polar tone or one which is spread from another suffix
account for all forms. However, the set of words like yifng ‘arrows’ illustrates a case in
which neither insertion nor spreading is operative. The citation and definite singular
forms v fiy ‘arrow”, wii'ri *the arrow” show by the downstep that the root yor must have a
HL underlying tone. But this is exactly the tone that appears on the plural form yind..
The Low tone on the suffix is also present in the input. If there were an inserted polar
tone, it would be High in this case to contrast with the final Low in the rool, and we
would expect that final Low to float, giving the unattested result *yif md, which is what
we expect given the formulation of the constraints above.

At this point [ do not have a clear-cut account of yifmd. However, two possible
solutions come with a closer consideration of the POLAR constraint. The function of
POLAR is to give a contrast between the last root tone and the tone of the NC1 plural
suffix. If the two final tones in the word are High and downstepped High, this provides
less of & contrast than a High and a Low, subverting the purpose of the POLAR constraint.,
Omne possibility is that the POLAR constraint could be reformulated in such a way as to
embody this notion that the contrast of tone in the suffix should be maximal. In this
formulation, then *yifmd would not satisfy PoLar, but yifmd would. The second
possibility is that PoLar could be reformulated in such a way that both yiFmd and vimd
do satisfy the constraint. The surface tone of the suffix contrasts with that of the tone
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bome by the noun stem in both cases. In this schema, the erucial difference between the
two is that *pifmd has an additional High tone, which fatally violates DEp(H). Tableaus
illustrating both of these possible reformulations of POLAR are given below.

Tableau 12: yifma ‘arows’, assuming PoLAk — “suflix has maximal contrast from

stem”
UR HL-@ *HLH | PoLar | *Contoum | Der(H)
yim-a l i
a HL i H
|| | i
a.  ynma ! !
HLH i .
R j1* u g o ik
b.  yuma - ]

Tableaun 13: yifmd “arrows’, assuming POLAR — “suffix has different pitch than stem”
UR HL-® *HLH PoLar | *ContouR ; Der(H)

T
]
yum-a i i
= HL : i
il | '
4.  yluma : :
HLH : H
bt i in 0
b.  yima : i
3.4.1 Alternatives

Here [ will briefly review a number of altemative analyses which do not use the
constraint POLAR (though assuming the other constraints in this paper), and show that
they do not account for the data as well as the analysis proposed above.

The general Moore analysis using lexical High tones and an OCP-driven
dissimilation for all suffixes cannot be applied to Kanni; there would have to be a mle or
constraint specific to the class 1 plural. As shown, the -7 singular suffix is High-toned. If
the plural suffix -a/-¢ is also High, we would expect the same tonal patterns in the
singular as in the plural, but instead we find two distinct patterns in singular and plural
forms, e.g. wig ‘face mark® and wig “face marks.' The singular always ends in a High
tone, but the plural ends in a tone opposite to the last tone of the noun stem. Furthermare,
the plurals of noun class 1 are the only ones which act in this manner, Positing a lexical
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High tone with no other stipulations to account for these is unworkable, since this would
lead to the same behavior as the other sulfixes, which are definitely High-toned.

While the Kanni class | plural suffix cannot be lexically High-toned, perhaps it
could be underlyingly Low, since the suffix often surfaces as Low. However, this will not
work within the system of constraints discussed thus far, If the suffix is Low, it would
change to High after a Low-stemmed noun, becguse a High tone is necessary in a word
{expressed by the constraint H-PRESENT). So rdnd ‘stones’ would have lexical tones /tin-
4/ and the lexical Low on the second syllable would be High in the output to avoid
violating H-PRESENT. (This ignores the question of why the High is manifested on the
second rather than the first syllable.) However, this scenario runs into prohlems in the
case of words like rdndhd ‘the stones.” This word is divided into morphemes as fdn-d-hd.
If the suffix -a is underlyingly Low-toned, there is no motivation for it to change to High
in this word, since a High is already present in -hd. A Low tone for the “polar” suffix in
the general system proposed thus far is therefore unsupported.

In the present system of constraints, then, neither High nor Low is possible. The
last representation-based solution available is that the suffixes of noun class 1 in Konni
are toncless. Antilla and Bodomao (1996), hereafter A&B, discuss a polanty phenomenon
in Dagaare very similar to that of Moore. In contrast to the Moore analysis by Kenstowicz
ef al, in A&B’s account, all nominal suffixes in Dagaare are analyzed as underlyingly
toneless, For disyllabic nouns, Dagaare has the same tone patterns as Moore did: LH, HL,
and HH. If the root is toneless, A&B’s analysiz inserts a default H, which spreads to both
syllables, giving surface HH. If the rool has a lexical tone, the OCP, acting as a specific
constraint, ensures that the inserted tone is not identical to the root tone but is opposite,
giving surface LH and HL. Tt may be possible to re-analyze Moore in the same way, with
loneless sulfixes. Kenstowicz er of (1988) rejected the insertion of High tones for Moore
on the grounds that the default in a Low-High tonal system is typically Low, not High.
However, it is not unknown to have High tone as default; Clark (1990) and Creissels &
Grégoire {1993) have analyzed Igho and Manding, respectively, as having a High tone as
the default, though High default does still seem to be the less common case.

Unlike A&B's account of Dagaare, the Low tone has been shown to be the default
in Kanni (Cahill 1997). But a variation of the A&B tone insertion solution for Dagaare's
toneless suffixes could account for most forms in Konni. In this variation, a High is
inserfed only when the noun otherwise lacks any High. The same set of constrainis in
both tableaus below will yield either a High or Low inserted, depending on the context.
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Tableau 14: tana ‘stones’
UR L-B | *ToMeLEss | H-PRESENT | *RSPREAD | DEP(H) Der(L)
tan-a .
= LH i
W I .
a. tana !
LT :
| | : u| ®
b. fana :
T i
I e .
c. tana !
L ;
*1 : Ll
d, tana !
Tableau 15: tigd “houses”
UR H-© *TONELESS | H-PRESENT | *RSPREAD Der (H) DEer(L)
lig-& :
= HL |
I i 2
a  tige -
HH i
I i g
b. tipe :
H |
|4 ; "
c. tige !
H i
| o
d._tige :

Above, when two equally-ranked (or at least indeterminately-ranked) constraints
would cach by itself nule out a particular candidate, | mark both with the (!) that marks a

fatal violation.

If the noun stem is Low, as in tdand “stones’ in Tableau 13, the normal default Low
is ruled out, and a High must be inserted, since a noun must have a High tone present
somewhere. If the noun stem is High, as in tigé *houses® in Tableau 14, then the default
Low supplies the tone for the second svllable, with other possible candidates ruled out by
the constraints as shown. So we see that in the cases above, the polar suffix is analyzable
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as a result of constraints already noted as active in other tonal phenomena, if the suffix is
posiled as toneless.

The same analysis works for longer words as well. Relevant cases would include
belldgd “bags’ and dimpald “bench (it logs). In belldgd, a Low is inserted on the
toneless suffix as the normal default, and in dampdld, a High is inserted in order to satisfy
the requirements of H-PRESENT.

There are at least two seis of data, however, which are problematic for this
analysis and will he examined below. The first set is forms like the previously-mentioned
tdn-d-hi “the stones,” in which there seems to be no motivation from H-PRESENT 1o ingert
a High tone on a plural suffix -a, since the word already has a High tone in it from -hd.
the constraint *H-SPREAD has been established as ranked above DEp(L), 50 from these
tandhd would be predicted rather than the correct randhd.

The second set is words like fdgd ‘shades.” The word fdgd was shown in Sec. 2.5
to have two lexical High tones, with the second High combined with a Low to make a
falling tone on the second syllable. This is tonally similar to s *fishes (sp.)* from (27),
in that these both have falling tones on the last TBU of the word.” Here, there is no
mativation to insert a tone on a toneless suffix from *TONELESS, since the final TBU
would already have a tone available. Also, the constraint *CoNTOUR would be violated.
Here the constraints in place would predict the incommect jdgd.

Other possibilities can be imagined to account for the facts, such as positing the
class 1 suffix to be either High- or Low-toned, and then a version of the OCP which is
restricted to the class 1 suffix, ensunng the comect ontput. However, we have seen the
OCP is in general not active in Kanni, and without further evidence there is no reason to
invoke a specific instantiation of it here. Also, this approach would miss the clear surface
generalization on polanity expressed by POLAR above,

Whatever the crucial constraint that accounts for the noun class 1 plural tone, it is
clear that it will have to refer to this one specific morpheme, the noun class 1 plural in
Kanni. This is consistent with the claim in Anderson (1974) that all polarity rules (termed
“exchange rules” there) are either morphologically or lexically restricted, and with
Schuh’s (1978) observation that all tone polarity rules known to him are marked for
specific morphemes, rather than being a part of the general phonology. Thus this is a
clear case of a constraint being language-specific, with no possibility of being universal.

Interestingly, the Dagaare, the Moore and the Dagbani analyses all rely on the
OCP as the crucial factor in accounting for apparent tonal polanity. In Dagaare, Antilla &
Bodomo are explicit that the OCP is a constrainl prevemting two like tones from
occurring on the surface. In Moore and Daghani, the driving foree for the Mecusen's Rule
changing 4 HH to a HL is impligitly the OCP. However, in Kanni, as we have seen, the
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OCF is unnecessary to account for tonal palanty or any other tonal phenomena, and it is
possible that these other Gur languages could profitebly be re-analyzed without recourse
to the OCF. It certainly seems that the Meeusen’s Rule/OCP analysis may be a carryover
from analyzing Bantu languages in which it definitely does play a major role.

4. Summary

The constraints mentioned in this paper and their relative rankings are shown
below. Though not all constraints can be specifically ranked with respect to each other,
there are no ranking paradoxes present. It will be noted that quite a few of the constrainis
are undominated. This could be an artifact of the data analyzed, of course, and with more
data, some of these might be demoted to lower rankings. But as far as | know, all these
express generalizations in Kanni tone which are exceptionless,

(2%
*(H), *HLH, H-PRESENT, PoLAR , *TONELESS
*R-SPREAD

ALIGN-TO-SPONS *H-SPREAD

Max(T)

*L) DEeF(L)

An Optimality Theory account is most clearly a natural one when the
phenomenon under consideration is a “conspiracy,” in which a surface generalization
may be generated from an underlying form in a number of different ways. One example
would be a constraint that expresses CV as the preferred syllable structure. If an
underlying representation is not CV, it may be manifested as a surface CV by any of
several means, such as deletion, epenthesis, glide formation, etc. In a similar fashion, the
Kanni constraint POLAR is an expression of a singular surface generalization. However,
this generalization may be generalized from an underlying representation in at least two,
and likely three independent paths. In yffmad ‘arrows’, the polar tone is also an underlying
tone and there is no change. In fdgd ‘shades’ as well as many other nouns, a polar tone
must be inserted. In sandhd ‘the stones’, it is quite likely that the polar tone comes from
spreading. Thus the surface polar tone can be generated from underlying representations
in several distinct ways, and this is in keeping with the spirit of Optimality Theory.
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APPENDIX 1 - Perturbation of target nouns

Only one example is given of each tone class, but if there are fewer than five
examples in my data, the number is marked. Mouns are given in citation forms as well as
in frames, and the postulated underlying tone of each noun is listed as well as the surface
tone.

The frames *this is X" ‘one X’
°l lack X* “his'her X'
Ome-Syllable Nouns
1. s6np ‘broom’ siin win'ng siin "kadni
0w sdn 0 sdn
2 tigp ‘stoneg’ tag won'na tan 'kadni
i wo 'tag o'y (H-'H on single syllable)
3. bbd  “child’ bisd wiin'na bid "kagni
(4) iy wo 'bod 0 bia
Two-Syllable Nouns
1. j3ran “ladder’ jaran wining jaran 'kadnt
fy wih jarin U jardn
2. hagh  ‘woman’ hagd win'nd gl kddn
i) wo "higd s higd
3, kpibin “louse’ kpibiy wiin'nd kpibin 'kidni
fj wi "kpibig 1 kpibin
4. rhsin ‘fish’ zhsin win'nd zasiy Ykadni
1 wo 'zésip i zd'sin
5 kighd “hat’ kagha win'nd kigha kidni
(3 examples) 1) wid kaghé 0 kigha
6. naa'gin ‘cow’ nad'gin !‘:-'ljn!né niﬁllg.il_] kaani
1 wid nad’gin 0 nad‘gin
7. talsin ‘headpan’ ta'sin win'nd ta'sin 'kadni
{3 examples) fj wi ta'sin s 1a'sip
§. mddsa ‘a cake’ midd'sd wiin'nd mnidsa kadni
(2 examples) ) wo médsa 0 midsa
9. nimbté ‘sibling’ nmimbG!E win'ng rimbGa kidni
(1 example) fj wé nimbiid 0 nimbia
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Three-Syllable Nouns

1. wisigd ‘dried porridge’

2. birfimin “bush donkey’

{4 examples)
3. dampala “bench’

4. kikwibin *feather’

5. ndlpériy “calf (leg)’

(4 examples)
6. kirdbd “pot’

(4 examples)
7. thnyéé!lig ‘ash’

(2 examples)
8. kirénfta ‘cutlass’

9, kilingbi'dn ‘mussel’

{1 example)

Four-Svilable Nouns

1. ahbélsa ‘omign’

2. kambintad'min ‘pawpaw’
(lit. *Ashanti
sheanut”)

(1 example)

wisigh wiin'nd

i) wi wisiga
bifimin wiin'nd

i) wi "birimig
dimpald won'nd
0w ddmpild
kiskwithin win'nd
fj wo "kdkwibin
:1;-.i!p5|‘i1‘]r wiin'né

f) wib nd-parin
kieiba 'win!nd

i) wi kdrdba
tanyéé'lin "wiin'nd
i) wo tinyéé'lin
kdrén'tid wiin'nd

i) wo lkérénfid
kilingbian 'win'ng
iy wi kalanghi'dn

alibél'sd win'na

i) wo alibélsa

kambintaa'min win'na
i) wi kimbontad'min

wasigh 'kaani

0 wasiga
birimin 'kaani
& bo'rimin
dampald "kddni
o diim'pala
kiskwibin 'kiani
i kikwabin
nd'parin 'kddni
b nd'périn
kiribi kadni

b kiribi
tanyéé'lin kidni
o tanyéé'lin
karénfia kidni
U kérénfia

kﬁldggh&fap kiini
0 kdilimghi-dn

aNbélsa kaani
i 'libélsa

kambntia'miy kaani
0 kdm 'bintad min
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APPENDIX 2 - Noeuns, plurals, and definite articles

There are occasional gaps in the data. [ have lefi these as is, though in most cases the

pattern is clear enough so the missing data could easily be predicted.

Houns Singular Sg.+ An Plural Pl+ Art
NOUN CLASS 1

bag hiillagin bl Sgird billsgh bills! gl
bee si¢hin sidhiri sidhis siéhis!hé
breast biisiy Hitsiri biftsa biisdha
chest nyion nyGori myiira nyii'raha
chin bitién bitiéri bitié bitié'he
day dadn dadri dard dirdhd
face mark  win winni wig wié'hé
fish(sp)  sin sinni siA sid'hd
forehead  diip diri di2 dié'hé
gecko chiii'sin chiidsi'ri chiidsd chiid sahd
gr.stone niin niiri nid nia'hi
heart sikpaan sikpadri sikpara sikpa'raha
hoe kiin koo kirs kirihd
house tigin tigird ligd ti'géhé
knee diiny diirn diing diinéhé
log ditmpali dampalli dampéld dimpaldhd
nail, arrow  yi'iy yiils yiima vit'mahd
occiput kpadin kpaari kpard kpariha
problem wiin wiiri wid witi'ha
river mogsn mogiiri migh mi pahi
seed bin binni bié big'hé
shade Jagin jhgird jagd _iéls.i!hi
sheep yisin visé vi'séhé
stone tin tanni tand tandha
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stump dadghigin
toad bintiin
year bip
NOUN CLASS 2
baboon fiadn)
calf na'périg
courtyard  ghddn
door ghid'bin
farm ki
hawk kpii'lin
inside s0m

leaf vian
T chiin
path sién
squirre] chi'ip
vulture ziin
wond dadin
worm gharian
NOUN CLASS 3

axe li'an
hack kikin
chicken kplin
cobra jiin
comb zidichisin
cookpol kirdbd
dawadawa  didn
dog ghay
fly nénjiin
fruit (sp.)  ji'in

hat sibuban
headpan ta'sin
knife jibiy
lamp popoli
lizard gordtan

dadgbigiri
biintiisri
Binni

fdkd
na'parikd
ghaaki
ghidhi'kd
kakd
kpii'lika
siikii
vk
chiiki
sidn
chii'ka
ki
daaks
ghériak

lia'ka
koaka
kpitaks
Jitka
#iGchisika
kdrdba'ka
didkd
ghaika
nanjoki
jii'ka
sibubiké
isi'ka
ibika
popaliké
gord'kd

dadgbigé
bantira
bind

fihdri

ghdati
ghidbifi
kpari
kpii'liti
st
vt
chiti
siéti

Ziti
daati
gharian

liasi
kibasi

Jiisi
ziidchdsd

diist

© ghéaasi

nénjdsi
it
sibibisi
tis1sl
Jibsi
popolsi
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dadgbiigs'hé
bimtdriha
bindha

faarit

ghadting
ghiabi'titi
kedariti
kpii' litit
st
VALt
chititi

Zitini
daafin
ghariatin

lia'sisi
kiasisi

Jiisisi
zG0chasisi

diiisisT

nAnjisisi
jittsisi
sibibiasisi
tdsi’sisi
Jibisisi
popalsisi



man démbin
musse] kalanghi'an
peTson Vi
pot ghién
sack baord
slesping mat  11én
thigh kpiilin
tree (sp.) sE1)
waist chidn
window 1ikdrd
NOUN CLAS

alcohol dadin
ash tanyéé'lin
broom sidn
flour zlin)
funeral kiin
hunger kiin
meal nim
medicine frin

net miin

oil kpédn
peanut sinkpddn
parridge s
sleep gl:rfi!'uj
thing jan
waler NYAAN
wind bislagsin
NOUN CLASS §

child biid
father chid
friend z04
husband chird
WOman hagl
thief gAars
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démbilé démbisi

kalapghia'ka

vidké Vs
ghidké ghidsi
barika baarisi
friks friasi
kpifiks  kpiifisi
sbké sénsi
chiaka chvkei

tokorake tokomasi

diabi daati
tanyéé'liba
simbii sOni

zimbi zlinti
kimbai kinti
kimbd kinti
nAambi mani
b fitt

niibd niiti
kpaabo kpaati
gikpadb;  sipkpaati

shitbl sati
phifi b ghifiti
jadbi nyinti

nyéabi nvaati
bislagsibi

biawi balli
chiziywa chisalin
zOawi zid'lin
chiriwi chird'lig
hawwi hilidny
gaariwa

démbisisi

viHsisl
ghiésisi
baarigisl
f1asisi
kpiilisisi
sénsisi
chiasisi
1okdrdsisi

ddariri

stintit
Zontith
kintiti
kntiti
nanlit
it
i
kpadtiti
sinkpaatiti
A4t
ghii'titi
nyintit
nyaalir

ballili
chiziliba

ziali'bé
chilli'ba
hixabé

57



38

danghter

lid

older sibling mf

MIXED
goat
guineafowl
rain
oo

CowW
horse

rope

blindness
chair

antelope

SES
biig
kpalin
miin
jaon
naa’ gin
diliiy
gi‘in

¥i1
chidn

yisin

lia wa

mitlwi

biiki
kpad'ki
kG
jlaki
nadgi bl
diimban
girim'ba

vit'kd
chialkd

yisike

litin
miiliin

bié
kpiing
v

jiiné

niige
diiling
pliting

it
chidfsi
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miili'ba

bighé
kpii'néhé
nikhi
jiméhe
nii! géhé
divinéhé
giime hé
wiisisi
chialsisi

viséhé
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Relative Obliqueness and Subcategorization Inheritance
in Old English Preposition-Yerb Compound Verbs

Gwang-Yoon Goh

This paper addresses twio main questions about Old English (OE) preposition-verh
compound verbs (P-V CVs): first, how can we explain the contribution of the nonhead P
to the subcategorization of the whole CV while maintaining the traditional priority of the
head ¥, and second, what determines the case government of OE P-V CVs when more
than one case is logically possible? On the basis of an 'obligueness hierarchy’ which
results in an enriched notion of case feature, 1 show that not only the contribution of the
nonhead P but also the case government of OE CVs can be explained under the
traditional notion of the head without weakening the true prionity of the head by resorting
to an ad hoe redefinition of the head or to a formal mechanism which has not been fully
Jjustified.

1. The Subcategorization Inheritance in (Md English Compound Verbs
1.1. The Head of (id English P-V Compound Verbs !

Ome general assumption in morphology is that words have, as phrases do in syntax, a
head or a central element, intended 1o :xpﬁuin the relation between a word and its pans. In
general, the head of a word is defined as one of the constituent elements of the word
which determines the properties of the whole word. In OE P-V CVs, the right-hand

* An earlier draft of this paper was presented at the thirty-second annual Mid-America Linguistics
Conference in October 1997, 1 am grateful w Brian Joseph, Bob Kasper, and Alan Brown for their
imvaluable comments on various points. OF course, none of them are responsible for any emmors.

| P represents a preverd (e.g. wib of wip-cwetian) which is assumed to be originally a preposition in its
underlying representation. On the other hand, V indicates a simplex verb, and Vi and Vi mean an
intransitive verb and a trangitive verb, respectively. See section 3.3 for a more elaborate definition of P-V
CVs.
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member determines most important properties of the whole compound (mother),
including categorial features, as in the following:?

(1) Category of OE P-V CVs

[[mfter]p-[hynigean]y]y to follow an example’
[[from]p-[swican]vly ‘o desert from’
[[geond]p-|drencan]y]y to drink excessively’
[[burh]p-[drifan]v]y 'to drive through'
[[under]p-[begnian]yly 'to serve under’
[[wip]e-[standan]y by ‘to hinder, withstand'
[[ymb]p-[selan]y]y 't tie around’

(2) Morphological Class of OE Verbs and P-V CVs *

Infinitive 1st (sg.) Pret. 2nd (pl.) Pret. PastPic. Class
a.{i) hieran "to hear' hierde hierdon hiered Wl
(ii} ofer-hieran "to overhear' ofer-hierde  ofer-hierdon  ofer-hiered Wl
b. (i) bregdun 'to pull briegd brugdon brogden &3
(1) ofer-bregdan to cover’ ofer-brzgd ofer-brugdon  ofer-brogdenS3
c.i) faran o go for foron faren 56
{ii) ofer-faran 1o go over' ofer-for ofer-foron ofer-faren 56

As we can see in (1), the categonal feature percolates to the mother (CV) from V. In the
same way, examples in (2) show us that the CVs are different in their morphological
classes from one another even though they share the same preposition and show the same
verb class as their commesponding simplex verb, which means again that V determines the
morphological class of the whole CV. Furthermore, as is well known, the nght-hand
member of the CV determines many other inherent features such as tense, aspect, person,
and number; the left-hand member P does not influence the determination of those
features. Therefore, we can reasonably say that the night-hand member V is the head of
the OE P-V CV and expect that this head will also determine other important features like
the subcategorization of the whole compound. *

1.2. The Contribution of Nonheads to the Subcategorization Inheritance

One conspicuous difference between OE and Modern English (MnE) is that in QOE
CWVs could be made very freely by mmhin'm%a preposition and a verb. Furthermore,
unlike MnE in which the meanings of P-V CVs5 are not usually obtained from their
COMpOnEnis in & compositional way, most OE P-V CVs are more transparent so their
meanings can be derived from the meanings of their pans. One may observe in this
regard that many OE CVs behave compositionally in their argument subcategorization as
well, that is. the prefix (i.e. P) as well as the head (i.e. V) contributes to the
subcategorization or argument structure of the CV. Thus, unlike our general expectation
about the behavior of the head and a nonhead, many OE P-Y CVs show that although the

2 Kim (1997} identified the head of OF P-V CVs in a similar way.

31 folbow the classification of Mitchell {1992: 36).

* By identifying V' as the head of P-V CVs, I don't intend 1o mean that all words have a head or that there is
n umique way o idemtily its position within {complex) words.
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head V determines most of the morphosyntactic features of the whole CV, the valence of
the CV ig jointly determined by the head V and the nonhead P. This point is well
demonstrated by the comparison of the respective case government of P-V CVs and their
compenent V and P {Kim 1997}5 Consider the following examples:

(3) gan vs. ymb-gan
ase pe fylgeh mene gep he on  peostro
he who followsme not goes  he into darkness
'he who follows me shall not go into darkness” {BlHom 103.31)

b. ¥mb-eode paides Helminga dugupeond geogope del@ghwyicne,
around-went then lady of-Helmings veterans and youths pant each [acc]

‘then the lady of the Helmings went around every group

of the veterans and the youths® (Beo 620-1)
(4} yrnb
a.Aras pa s rica,  ymb hine nnc manig,
rose then the noblearcund him [acc] man many
‘the noble and many a man around him rose up' {Beo 399)

b. he ferde eft siliBan embe gumere neode
he went again afterwards about some  need [dit]

‘afterwards he went again about some need' (/ECHom 1. 508.15)

Cran in (3a) is an intransitive verb which does not take any object, whereas ymb-gan
in (3b) is a ransitve verb which takes an accusative object. Note that the preposition ymb
takes an accusative or dative object in (4). The ohservation about the case government in
OE P-V CVs in (3) and (4) shows us that the subcategorization of the P is percolated to
that of the whole CV. Furthermore, in these examples, we can see that the meaning of the
CV is =0 transparent that it can be compoesitionally obtained from its constituent parts,
Thus, the meaning of wnb "around' combines with the meaning of gan 1o go’ o produce
the compositional meaning of the whole CV ymb-gan "to go around’, This observation,
which shows that nonheads, along with the head, can participate in determining the
argument siructures of (OE) P-V CVs, is common also in MnE and many other languages
and goes against our expectation about the behavior of the head and a nonhead.

The following examples are more interesting because they show that a preposition
combines with a transitive verb which can take its own NP object and that both the head
and the nonhead contribute to the argument structure of the whole CV.

(5) cwedan and wip-cwellan

a.in leohtehim ki word owe pali
in light him [dat]those words [acc] speak
‘they will speak those words to him in glory’ (Christ 401}

¥ Campbell {1959: §72 fn.1) seems to be the first 1o observe the contribution of the prepositional prefix o
Ihe subcalegorzation of the whole compound verb in OE, This observation was also made by De la Cruz
(1973 161, 164), Mitchell {1985 8§ 1063-6), Kim (1997}, and othess.
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b. gif inc hwa fEs wib-cwepe
if you-two [dat] anyonethat [gen] contradicts
if anyone contradicts you about that' (BlHom 71. 1 [BT])

Wip-cwedan ‘to refusz, contradict’ in (3b) is a ditransitive and takes dative and genitive at
the same time, whereas cwelan 'to speak’ can take either dative and accusative at the
same lime or accusative alone but never takes genitive. Therefore, we can infer that the
genitive case would come from P and this is ascertained by the following examples
showing the case government of wip, which takes penitive, dative, or accusative:

(6) wip

a.  micelliget fleah of feere dune swilce flan
greul lightning flew  from the mountainlike  ammows

will umanﬂ}mm
against the heathen folk [gen]

"great lightning flew from the mountain like arrows against the heathen folk'
(ECHom i. 504.29)
b. se deg cume pe he sceole wif  pEm lichomon  hine gedslon
the daycome  that he must against the body [dat] him separate
'‘the day shall come that he must separate himself from the body”

(BlHom 97.20)
c.he forgifep eall swahwetswa pes middangeard =r
he forgives all whatsoever this world previpusly

wip  hine #hylighageworhte

against him [acc] offenses  made

‘he shall forgive all offenses whatsogver this world has previously
committed against him' {BlHom 9.12)

Our pbservation so tar is well verified by the case government patterns of verbs and
prepositions which are based on Bosworth & Toller (1898} (henceforth, BT) and Mitchell
(1985: £51092, 1178). The 1g;vzznm-ul subcategonization pattern of the above CV, the
simplex verb, and the preposition can be described as follows:

(7Y Subcategorization of wifk-cweban, cweban, and wil

a.wip-cwepan [dat, (gen)] to contradict (sh) [dat] with regard to (sth) [gen] *
b. cweban [acc, (dat)] to say, speak (sth) [acc] to (sb) [dat]’
c.wip [acc/datigen]

The above subcategonzation pattern as well as the examples considered shows that
the CW wip-cwepan, as a ditransitive, takes dative and genitive at the same time and that
the genitive case does not come from the simplex cwepan but from the preverb wip.
Therefore, we can conclude that the nonhead (P) as well as the head (V) participates in
the determination of the argument structures of the P-V CVs in OE, and this is quite

& Y dat, gen) (= V[ COMPS<MP[dat], NP{gen]=]) means that the given verb takes dative and genitive NPs at
the same time, while V]aceidar] indicales that the V 1akes sccusative or dacive but not both ar the same
time. In particular, the first case in the subcategorization of a ditransitive P-V CV indicates the case which
comes from the verb part, regardless of the surface word order in OE. We can easily distinguish it by the
related meaning and function in most cases. (sb) and (sth) indicale a person and a thing. respectively.
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different from our expectation based on the traditional notion of the head. Thus, the
consideration so far raises (wo inleresting guestions (o be answered by any reasonable
morphological theory which assumes the notion of the head.

First, how can we explain the contribution of the nonhead to the subcategorization of
the whole compound in OE P-¥ CVs? Is there any notion of the head available in current
morphelogical studies which can help us out of the apparent dilemma between the
contribution of the nonhead P and the priority of the head V7 Sccond, how is it that a
particular case is used in a CV in the situation in which more than one case is logically
possible? In particular, OE has some well-anested, ditransitive P-Vi CVs, whose
simplexes are monotransitive or different in their subcalegorization from the
comesponding P-V CVs, and they show some peculiar behavior in their case inheritance.
That is, when they are ditransitive, some OE P-V CVs such as wip-bregdan, wip-cwelan,
and wip-standan take only [dat, gen] and they do not take other legically possible
combinations of cases: [dat, acc], [dat, dat], [ace, gen], etc.”

In thizs paper, I will show that by better understanding the case assigning properties of
the head, the imeresting case government patterns of OE P-Vi CVs as well as the
contribution of nonheads can be explained under the traditional notion of the head
without weakening the priority of the head by resorting to an ad hoc redefinition of the
head or to a formal mechanism which has not been fully justified.

L. Previous Studies
2.1, Observation about the Subcategorization Inheritance

There have been several studies which note the prepositional function of the prefix P
in OE P-V CVs, that is, the contribution of nonheads (P) 1o the subcategorization of the
whole CVs, in which P brings about and is responsible for the difference in valence or
subcategonization between a simplex V and the cormesponding P-V CV. Thus, Campbell
(1959: £72 fn, 1) says that "prepositional adverbs” (i.e, prefixes of P-¥ CVs) can “have a
function approximating (o that of prepositions, the object being under their government".
De la Cruz (1973: 161, 164) also observes that both P-¥ CVs and prepositional verbs in
OE and Middle English (ME) can permit a difference of ohject with respect to the
simplex. Mitchell (1985: §51065-6) makes a similar observation about the behavior of
prepositional prefixes of P-V CVs and explains what sort of verb results from the
combining of the two elements (P and V).

Although their observation seems to be quite reasonable and comrectly points out the
contribution of the prefix to the argument structure of P-V CVs, none of them provide
any generalization or explanation bevond the observation. Furthermore, their observation

7 Such ditransitive P-V1 CVa a5 wip-cweSan, in which P (wiB) 25 well a3 V (cwellan) contributes to the
subcategorization of the whole CV, do not s=em to be very common in OE. However, OE has many
imstances of such P-%W1 CVs and other languages including Greek and Latin show similar examples {e.g.
LT ELME) W0 send sy with sby” from gy ‘with’ and e ‘o send shisth’, and em- Boudeva o pla
against sh < to plan {sth) against sb' from £71 ‘against’ and Bovdevw ‘to plan sth’), See Visser (1963-73:
F6T7), Mitchell (1983: §E10%2, 1178) for the subcateporizations of the above three P-V CVs with the P
wih Kim (1997) discusses the three OE P-Wi CVe and several Greek and Latin examples.
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misses the prepositional function of a prefix when it combines with a (mono)transitive
verb to form a ditransitive verb, as in wip-bregdan, wip-cwelan, and wip-standan.®

2.2. Redefining the Notion of the Head

Many studies have attempted to account for a complex word and its head and their
relationship, which can be applied to the explanation of the argument structures of (P-V)
compounds and their subcategorization inhentance. They can be divided into two main
groups, depending on how the priority of the head is maintained. The first group,
including Williams (1981), Lieber (1983), Selkirk (1982), Di Sciullo & Williams {1987},
and others, attempts (o keep the priority of the head muinly by redefining the notion of
the head. Their basic idea in ‘headness' 15 that the head of a word determines the
properties of the whole word by percolating its properties to the word but that a nonhead
does not have an influence. In contrast, the second group, including Toman (1987},
Lieber (1992), and Kim (1997}, tnes to accommodate the contribution of nonheads by
employing a formal device which can make the head have the control of the
subcategonzation inheritance.

Williams (1981: 248) proposes the Right-hand Head Rule (RHR) 1o define the notion
of the head. According to his RHR, the head is always the rightmost constituent of the
morphologically complex word. Thus, the category of each compound (e.g. [sweel,
talky]y) is determined by the right-hand member (e.g. [talky]). However, we can easily
find many counterexamples to this RHR. For example, in [be-[witch]yly, [be-[guile]sy]y,
[en-[large] sy, and [en-[able] ]y, the left-hand member determines the category, or more
precisely, the right-hand member does not determine the category *

In order to resolve this problem, Selkirk (1982; 20) provides a revised RHR, in which
the notion of head is defined in terms of types and feature complexes rather than the
position of a consttuent, so that category-changing prefixes can be treated as heads. The
point is that the head should have a complex of all relevant features shared by the mother.

{8) Right-hand Head Rule (revised)

In a word-internal configuration,
Xn
T
P Xm )
where X stands for a syntactic feature complex and where () contains no category
with the feature complex X, X™ is the head of X1,

Omn the other hand, Di Sciullo & Williams (1987) replace the onginal notion of the
head of a word by a so-called “relativized head” in order to avoid the problem in
Williams (1981). Mow, the head is defined as the rightmost constituent of a word which
is specified for the property in guestion. This new notion is basically the same as

& However. Mitchell (19835: $§1902, 1178) provides the subcasegorization patterns of all the three CVs and
their components P and Y. from which the prepositional function of P can easily be shown in each CV.

¥ Williams (1981: 250), however, notes the presence of en-X compounds (e.g. en-rick and en-shave) and
treat them as systematic exceptions to the RHR.
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Selkirk's (1982) revised RHR in that it allows any element (notably, the left-hand
member) relevant o the given property to percolate its property 1o the mother. '

In the case of P-Vi CVs (e.g. be-gangan, vmb-gan, eic.), either of the two revised
approaches seems to work, since the feature (i.e. argument) of the lefi-hand member can
percolate wo the mother (CV) and determine the argument structure of the whole CV.
However, in the case of P-Vi CVs such as wip-cwedlan, in which the argument structure
is determined by both of the members, no approaches based on the above three versions
of the head seem to be able to explain the subcategorization of CVs. That is. no matter
how we define the notion of the head, both P and 'V in P-¥ CVs cannot be the head at the
same lime, unless more than one head is allowed or the whole P-V CV is treated as the
head. !t

Ligber (1983: 253) provides a similar but more specified proposal for the head and its
role in the argument structure of compounds. in which she says that the features of the
right-hand member percolate up to the mother node. Furthermore, she claims that the
right-hand stem determines not only the category but also the argument structure of the
compound, while the lefi-hand member does not pass any of its features up o the mother
(compound), only satisfying its own argument structure within the compound. Again, it is
clear that this claim is not valid: in many OE P-V CVs and even in many similar MnE P-
V CVs (e.g. over-came, over-lay, over-lap), not only the right-hand member (V) but also
the lefi-hand member {P) participates in determining the argument structure of the whole
compound.

In short, the problem with all the above approsches is that no matter how we define
the head and its position, it is difficult to provide a solid basis for an effective and
reasonable account of the contribution of nonheads in the subcategorization inheritance.

2.3, Accommodating the Contribution of Nonheads Through a Formal Mechanism

Instead of proposing a new definition of the head, Lieber (19%2), following Toman
{1987}, distinguishes “percolation”, the passing of morpho-syntactic features between two
different nodes, from "inheritance”, an operation within the argument structures of a
nonhead and the head, therehy trying to provide a way n?uacmmmodating the
contribution of nonheads. That is, in this mechanism, the head (V) can inherit the
argument of the nonhead (P) and then percolate it 1o the mother (CV).

Kim (1997) discusses some OE P-V CVs, in which the value of the subcategonization
feature is not determined solely by the head. Her observation about the case government
of OE P-V C¥s is quite right, especially in that the CVs must assign the case from the
simplex % with the case assigned by the P as optional {pp. 44-36). Furthermore, she

10 Sep Anderson { 192: 310-19) for several other problems which the relativized head has.

1 Multiple heads have been proposed for some problematic cases such as so-called ‘dvandva’ compoands
and coordinating compounds {e.g. hydrogen-orvgen in hydrogen-oxygen micrre), in which more than one
participant in & compound is assigned bead stss, However, OE P-V CVs in question don't seem 10 need 10
be treated as such a case an all, since the two components in OF P-V CVs are very difTerent in their staius:
V is dominamt in almost every respect, Funihermore, note that such a proposal, even for ‘dvandva’ cases,
brings aboul complications i other pans of the description or the theory, as pointed out in Zwicky (1993
293,



(4] RELATIVE OBLIQUENESS AND SUBCATEGORIZATION INHERITANCE

provides a way of making the head control the subcategorization inheritance by adopting
the mechanism of argument attraction, which is proposed by Hinrichs and Nakazawa
{1989, 1994) within the framework of Head-Driven Phrase Structure Grammar.

Although the approaches in this line allow us to nicely accommodate the contrbution
of the nonhead by means of a formal device such as argument attraction, they are not
without problems. Above all, they still have to explain what makes the inheritance (or
argument attraction) possible and what controls it, and in particular, what the role of the
head is in the relevant process including the subcategorization inheritance. This problem
becomes clear when they are applied to the case government of OE P-V CVs: they cannot
explain why the CVs such as wip-cwellan and wip-bregdan take a particular (set of)
case(s) when more than one case is logically possible. Consider the following inheritance
mechanism for wip-bregdan which is proposed by Kim (1997: 61-61):

(9) a.Revised Partial Feature Structure Description of bregdan

SYNSEM|LOC|CAT[HEAD  ,erph [VFORM inf]
CoMFs (1) &
bound-stem <NP[da ], P [LEXEME L, COMPS[T]] =

LE [mt, on, wip ...}
b. COMPS Inhentance in P-Vt Compounds

V[COMPS <MPlgen], NP[dar |=]

[ PICOMPS [2] <NPlgen])>]] HICOMPS [Z] @ <NP[da], [0 =
I |
wip -bregdan

Even though the actual element inherited is the COMPS list of the nonhead, the
inheritance mechanism above enables the head to be in control of the inhentance, making
the CV wib-bregdan have the COMPS list of <MP[gen], NP[dat]> (or <NP[dat]=). Note,
however, that although the nonhead wip as a sition governs an NP[dat] or an
MP{acc] as well as an NP[gen], the head bregdan always inherits an NP[gen] from the
nonhead. This selective case government in the subcategonization inheritance cannot be
explained by the given formal mechanism itself. This means that although Kim (1997)
may maintain the head-to-mother percolation of the subcategorization list by rather
artificially making the inheritance of the subcategonization list of the nonhead always be
by way of the head, she still has to explain what really controls the subcategorization
inheritance, resulting in the peculiar case government patiern of the P-V CV.

Mote that Licber's (1992) proposal of inheritance and percolation can be formalized in
a similar way and has the same problem because her proposal cannot explain why the
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head inherits an NP argument of a particular case, either. Thus, their account should be
determined 1o be an approximation of a complete account because although their formal
mechanism enables the head to appear to be in control of the subcategorization
inheritance, it gives us little explanation of why it is that the theory of subcategorization
inheritance is constituted in the way it is. This makes us doubt whether they really can
maintain the true priority of the head.

So far, we have considered various approaches which are relevant to the
subcategonzation inheritunce of OF P-V CVs, and found that there is no previous study
which can reasonably account for or be applied to the questions at issue. In the fallowing
section, [ will present an altemative account of the subcategorization inheritance in OE P-
V CVs, in which, without any ad hoc definition, the head in the traditional sense 15 stll in
control and determines the contnibution of nonheads. Thus, 1 will motivate and propose
an ‘ohliqueness hierarchy’ (OH) among the NP arguments of OE verbs and prepositions.
Then, in order to represent the information about the OH in the subcategorization of the
head, 1 will enrich, but not try to redefine, the notion of the head with respect 1o the case
feature. This enriched interpretation of the case feature based on relative obliqueness of
NP arguments will enable us o explain the contribution of nonheads to the
subcategonzation inheritance of OE P-V CVs without weakening the priority of the head.

3. Obligueness Hypothesis
3.1, Two Strict Distinctions among (d English NP arpuments

There have been many studies which anempt to explain the syntactic and semantic
contribution of OE morphological cases and most of those studies have tried to explain
what the OE cases encode on the basis of traditional notions of case government. Thus,
OE cases might be explained in terms of the grammatical relations they encode, that is,
the nominative encodes subjects, the accusative direct objects and the dative indirect
objects. However, few of the explanations based on this traditional view have been very
successful in accounting for what OE cases really encode, because even though such
accounts may be appropriate in many cases, they are inappropriate in many other
instances, makin& it very difficult to formulate a generalization which can be applied to
various uses of OE non-subject cases. In particular, the object marking of a lot of OE
verbs is so variable that we can find such alternative case markings even in one and the
samie sentence, as follows:

(10} a.se feder wibsoc his bearne,  andpet beamwipsoc
the father renounced his child [dat] andthatchild rejected
pone fader, and =t nextan ®lc  freond wipsoc ofres,
the father [acc] andatlast  each friend refusedanother [gen]
‘the father renounced his child, and the child rejected
the father, and then all friends refused each
(/EIS, i. 23: 110 [BT: 1255; Plank (1983)])
b, pelylgdon hine vel him
followed him [acc] or  him [dat)

‘they followed him or him® {Lindisf. Gosp. [Plank (1983)])

The above examples clearly show that a verb varies in assigning a case to its direct
object without involving any important difference in grammatical relationship and
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meaning in kind. How can we explain these alternative case markings for the same verb?
Should we say that it was just a free variation which doesn't make any significant
difference? One might argue that such allemations in OE ohject case marking come from
unceriainties in the use of OE object cases and that they especially reflect the loss of case
distinction in relatively late texts. However, this does not seem to be the case, since such
variation in object cases is extremely pervasive in the early OE period and characteristic
even of other early Germanic languages (Plank 1983: 246).

Although grammatical roles and functions are variably encoded in OE cases, there are
two ngid disuncions among OE NPs with respect to their cases and governors. Above
all, there 15 a strict distinction among the NP arguments of a verb, especially between
accusative NPs and NPs in other cases, which can be clearly seen in their behavior in
passivization.'? OF has a syntactic passive like MaE." The norm for this OE passive is
that the accusative object of the active verb becomes the subject of the passive, which is
called ‘personal passive’, as in (11a). Otherwise, the impersonal passive is the rule, That
is, when an active verb takes a dative or genitive NP object, the NP has to remain in the
obligue case without becoming the subject of the passive sentence, as in (11b) and (11c).

(11} ahe mid  eotenum wear  on feonda geweald for8  forlacen
he [nom] among giants became into enemy's power further betrayed
‘among the giants, he was well betrayed into the power of the enemy’
(Beo 902-3)
b. Him weorped blaed gifen!
him [dat] became blood given

'he was given blood' (Christ 877)
c.ForBem s B his #r ude ne tolad,
because his [gen] before time not provide (for)

ponne bil his ontid untilad,
then (i) is his [gen] onome unprovided
‘because they will not provide for him before time
then it will be unprovided in respect of him when the time comes'
(Bo 67. 11 [Mitchell 1985: §849])"

12 This strict distinction between accusative and other cases can also be applied o NP arguments of
prepasitions since OF P.V CVs such as ymb-sprecan, ymb-locian, wip-springan, wip-fleogan, eic. whose
sole argumemts come from the prefix will show the same difference in passivization. That is, even though a
prepositional argument could not be passivized at all in OE, an inherited argument (from P} in P-V CVs did
not have any problem with passivization even in OE,

13 0OF has two ways to represent the passive. That is, besides the syntactic passive, there is one OF verb
which has a synthetsc passive, that is, herte s (was) called’. On the other hand, Impersonal man for
indefinite agency is often used in the nominative singalar with an active verb form as an equivalent of the

ive voice.

4 Abhough the OF verb tijoNian ‘o strive afler, provide (for)’ takes genitive, example (11c), which
Mitchell provides as an example of the impersonal passive for the genitive object, may be problematic
because the word anrifad 'unprovided' can be reparded as an adjective rather than a past panticiple form.
Unlike the impersonal passive for the dative object, clear examples of the impersonal passive for the
genitive object seem 1o be rare (Mclanghlin 1983 62). This rareness is compatible with the distinciion
between the dative case and the genitive case, which is reflected in the obligueness hierarchy proposed in
{14}
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This distinction between accusative NPs and dative or genitive NPs must have been
extremely strong since no reasonable evidence has been found that this rule had
exceptions. Thus, OE does not even have the indirect passive, which means only an
accusative NP can become a passive sub{ect.’-‘ This distinction is also maintained even
when one and the same verb has two different sets of NPs as 11s arguments, as in the
examples below. Note that the different argument structures are associated with different
meanings of the verb, which are illustrated in (12b) and (12c), respectively,

{12) ofteon !¢
a.Informal Argument Structures of ofteon

(1) 'totake, deny (sth) [acc] fromfo (sb) [dat]’
(i) "to deprive (sb) [dat] of (sth) [gen]

b |'.|} . bt Bam godum pe  hit gehealdan willas,
.. that 1o the pagan gods [dat] which it tohold wish,
L e e
not may-b: ied the spintual profoundness [nom]
.. thal 1o the pagan gods which wish lo hold it,
lh: spiritual profundity may not be denied’ (/ECHom ii. 96.4)
{11) Bg hid  seo bodung afiogen
towhom is  the message [nom] denied
‘to whom the message is denied’ (/ECHom ii. 530.30)

¢ (i)..ac him ws Ba oftogen mlees fodan six dagas
o but  him [dat]was then deprived everyfood [gen] six days

... but he was deprived of all food for six days'
{AECHom 1. 570.30)

(1) Blindsceal his eagna polian,
bind must his eyes dispense w“ith
dﬁ:gen bip  him torhtre
nvedus hu'n [dat] clear wision [gen]

"a blind man must dispense with his eves,
{and} he is deprived of clear vision' (Max i. 39)

On the other hand, OE has another conspicuous diztinction between verbal arguments
and prepositional arguments, which is also clearly revealed in passivization. That is.
passivization in OE 15 allowed only for a verbal argument. In other words, there is no
prepositional passive (PreP) in OE, at least, not in the same form as the MnE PreP. Thus,
OE does not have the passive type He was laughed ar. This type of passive begins lo
appear abouwt 1300, but remains rare until the end of the 14th century {I;dur.mnuja 1960;
440-1).17

1% The indirect passive is the passive type | war rold @ srory, which becomes a feature of English usage in
the 15th century (Mustanoja 1960: 440-1).

16 The examples are from Mitchell { 1985: §858) but the MaE translation is mine.

'7 The PreF is not found in what Denison calls *Standard Avernge European®, which still has different
maorphobogical cases for NPs just as in OE, though there is something similar in mainland Scandinavian
lamguages (Denison 1993: 125).
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(13} a.Bot nu pan am i affer send
'but now when [ am after sent (= sent for)’
(al400 (a1 323) Cursor 14216 [Denison 1993; 126])

b. Litel 1s he louid or fete &y hat suche & lessoun techip
‘he is little loved or thowght of who teaches such a lesson’
{c1400 (a1376) FPL A (1) 11. 29 [Denison 1993; 126])

In sum, there are two strict distinctions among OE NPs: one is among the NP
arguments of the same head or governor with respect to their cases and the other is
between verbal arguments and prepositional arguments. Whatever makes this distinction
possible among OE NPs, we can call it £ and say that the easier for an NP to be
passivized, the less £2 that NP is. Then by using this property of OE NPs, £, we can
describe the above two distinctions among OE NPs with respect to their morphological
cazes and governors as follows: first, accusative NPz are less £ than dative or genitive
MPs, and second, regardless of their cases, NPs are less £ when they are verbal
arguments than when they are prepositional arguments.

3.2. Obligueness Hierarchy among Old English NPs

The property £2 and the distinction among OE NPs in terms of £2 seem to be very
closely related to the notion of 'obliqueness’. The notion of "obliqueness’ here is similar to
the traditional grammatical notion of obliqueness, which can be roughly defined as
follows: the less oblique an NP argument is, the more central it is for the meaning or
relationship expressed by the head (i.e. verb) of the relevant VP and the more likely for it
to be selected by the head. Note, however, that the obliqueness of NPs is defined here
with regard to their morphological cases, not their grammatical roles or relationships. '

Above all, accusative case in OE usually encodes the direct object of a verb, the least
oblique non-subject argumeni, which is generally encoded by accusative case.
Furthermore, OF accusative NPz are more likely to be selected by a verb than dative or
genitive NPs. According to Mitchell (1985: §1092),'® OE has a very small number of
verbs (about 180 verbs in his list) which take genitive or dative, whereas there are a great
number of transitive verbs, which can take accusative alone or along with other cases.
That is, accusative case is much more likely 1o be selected by ¥ than any of the other
ohject cases and thus we can say that accusative NPs are less oblique than dative or
genitive NPs, 20

18 The representation of the grammatical relation by means of relative obligueness can be found in many
studies including Kesnan & Comrie (1977, 1979), Comrie (1981: 148-55), and Pollard & Sag (1987: 67-T2.
F17-121, 1994). Mote, however, that their hierarchies mainly based on grammatical functions are difficul
o e |;|l'c|!;i¢rl1_,I appla:d i the NP arguments which have the same grammatical function (i.e. the direct
obgect) but aliernatve case markings, as is shown in { 100, Thus, unlike most others, the relative obliqueness
here is defined with regard o the Tru:rphnlngiu;al cazes of NP arguments rather than their gra.rru'na!iﬁ| roles
or functions,

19 Visser {1963-73: §§ 323, 378-392) shows a similar list of OF verbs which take dative or genitive bat not
accusative.

¥ Furthermore, the common object case (= [ACC]) in MnE, which was mostly accusative in OE (if the
relevant NPs have their counterparts in OE), can be considered less oblique than prepositional dative (=
|2AT] and genitive (= [GEM]), which are uswally represemed by for+ or fe+NP phrases and af+NP
phrases, respectively (ie. periphrastic dative and genitive (Mustanoja 1960 74, 95)), because the direct
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Thus, there is a general hicrarchy among the NP arguments with respect to the
likeliness of their being selected by a verb or appearing as a verbal argument, which is
directly related 1o their centrality in the relationship expressed by the verb.! This tells us
that other things being equal, the less obligue (in its morpho-syntactic case) an NP is, the
mare general it is in its distribution. For example, a subject NP of the nominative case is
mostly likely w appear in any sentence. Even though we can find impersonal
constructions which don’t have a subject (more precisely, a nominative NP} in languages
such as OE, this seems to be still tree. In the same way, an object NP of accusative case
was much more general in its appearance than other object NPs of more oblique cases
like dative and genitive.

Furthermore, this seems 1o be compatible with cur general obzervation about OE P-V
CW%s: other things being equal, a less oblique case i1s favored over a more oblique case
Also. in many languages such as English and German, most verbs (and prepositions as
well) which used to govern a genitive NP object now either take a less oblique case or
have been replaced by more widely used aliernative expressions (Hammer 1991: 369,
444). This general tendency (o less oblique expressions is closely related o the behavior
of OE P-¥ CVs,

Omn the other hand, it seems to be generally acknowledged that verbal arguments are
less oblique than prepositional arguments in the sense that they are more central for the
relationship expressed by the head (i.e. verb) of a sentence and more likely to be selected
by the head. In the same way, in MnE, prepositional phrases (PPs) are usually less central
and often optional and prepositional arguments are more difficult (o passivize than verbal
arguments, This seems 1o be still true even when along with a verbal argument a PP can
be selected as a complement by the head verb, as in John gave a book o Mary, because
for many native &pcagcr!», the omission of the PP (o0 Mary) is more tolerable than that of
the verbal argument (@ boak), not to mention the difference in passivization.

Muoreover, among prepositional NP arguments, NPs indicating ‘time’ (e.g. ar the fime)
are very difficult to passivize or to move out of PP leaving their governor (i.e.
preposition) stranded in wh-relative clauses, whereas NPs indicating "place’ are relatively
easy [0 passivize or (o move with the resultant prepositional stranding in wh-relative
clauses (e.g. The room was slepr in).*? This resistance to being passivized seems to be
closely related 1o the obliqueness of an NP, because prepositional arguments indicating
‘place’ are less oblique than those indicating 'time’ in the sense that the former can be
selecied by some verbs such as pur, while few verbs subcategorize for the latter.

object is much more likely 1o be selecied by V and also because when an NF [ACC] (usually as a direct
object) and a PP |DATHGEN] occur together, unlike the NP [ACC], which is obligatory and almost always
Elassivinblt. the prepositional dative (or genative) is often optional and not passivizable.

! One may think about an obliqueness hievarchy including other arguments of a verb such as clauses,
infinitive phrases, ec. This is a subjest for further research.
22 Note also that even though OF has many prepodations which can take either accusative or dative, in most
cases, they tend 1o take dative rather than socusative, whereas many P-% CVs tend to take accusative rther
than dative, even with a P which usually takes dative as a preposition. This difference suggests that the
prepositional argument is very obligue and that once it is accommodsted into the pew arguement structure of
a P-¥ CV, what is impomant is the relative oblig among the arg involved and ils maintenance,
b mot the absolute (or formal) obliqueness, that is, the original case form.
3 For the difference in prepositional stranding, compare This is the place which | ate dinner ar with 7¥This
ix the rime which [ ate dirner a,
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In short, it seems clear that the propeny £2, which makes possible the strict distinction
among OE NPs with respect to their cases and governors, 15 closely related to the
obliqueness of NPs. In particular, this relatonship between the property £ and
obligueness is most vividly revealed in passivization, Thus, in terms of obliqueness, we
can describe the distinction among OE NPs with respect to the property £2: the less £2 an
NP is, the less oblique it 15.* Finally, in terms of the notion of obliqueness, the distinction
among OE NPs can be generalized as follows: first, accusative NPs are less oblique than
dative or genitive NPs, and second, regardless of cases, verbal arguments are less oblique
than prepositional arguments. On the basis of this generalization about OE NPs and their
obliqueness, | propose the following 'Obliqueness Hierarchy (OH)' among OE NP
arguments with respect to their cases and govemnors:

(14) Obliqueness Hierarchy of Morphological Cases among OE NP arguments =

a.MNom (subject) < Acc < Dart < Gen (< Instr.)
b. Verbal arguments < Prepositional arguments

3.3. The Maintenance of the Obliqueness Hierarchy in P-V Compounding

Compounding, in this paper, is defined as "the creation of new words through a more
syntactic combination of pre-existing (full) words™ (Anderson 1992: 399). This typical
definition, above all, means that the original fundamental syntactic and semantic
relanonship which holds between the two relevant component elements (i.e. V and P) of a
P-¥ CV 15 maintained after compounding. That is, even though compounding can often
involve some change in the syntactic or semantic relationship between two components,
the change usually means a certain degree of abstractness but not a change in the original
core relationship itself. Thus, we define P-V CVs in OE as compounds that result from
combining an independent preposition and an independent verb,

As noted in section 1.2, when P and V combine to form a P-V CV, the original NP
ohject of P can become pant of the arguments of the CV. In this case. a given complex
word can be considered a P-V CV only when the prefix has a pre-existing counterpan
preposition which is closely related in form and meaning, while the basic meaning of the
simplex verb is maintained. Furthermore, an argument of C% can be said to come from P
only when we have enough evidence for the original subcategorization of that NP
argument by P in terms of their semantic relationship and in many cases, the case
government as well, and when it is clear that the argument does not come from the
simplex verb. What this means is that at least in the case of P-V CVs, in order to say
anything reasonable about the inhentance of an u:g,umeni and its case, the basic pattern of
the semantic relationship expressed by V and P should be maintained after V and P

2 One might be against my relating or identifying the property £2 with obligueness. But what is crucial is

nod the relationship between £ and obligweness but the fact thar there is a very strict two-way distinction

amang OE NPs with regard (o their cases and governors, which is clearly revealed in passivization, and

that. if necessary. ‘obliqueeness’ in this paper can be used for referring o the property L. which makes
msible such a disinction.

Case j<Cases means that Casej is less oblique than Casez. The distinction in obliqueness between dative
and genitive is not as clear as the distinction betwesn accusative and other object cases. The hierarchy
(Dat<Gen) mainly reflects the relative frequency of each case and relative passivizaton possibility. This
seems 1o be also the case between MnE prepositional dative {fo NP) and genitive {of NF).
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combine 1o become a P-V CV even if the CV comes to have a degree of abstract or
figurative meaning through compounding, This is because only when there is a sufficient
degree of transparency in the semantic and syntactic structure can there be an objective
criterion for determining the inheritance of the argument (and its case) in OE P-V CVs %

Mote that in spite of the inconsistent encoding of kinds of meaning or grammatical
relationship in OE object cases, the distinction among cases or the relative obliqueness of
NPs encoded in cases is very systematic and regular, becavse, as we already have seen,
this difference in obliqueness among NFs is unexceptionally applied in determining the
passivization possibilities of NP arguments. Thus, it is very likely that the obliqueness of
NPs is more likely to be maintained in P-V compounding than any other semantic
information.

There are several other reasons why the compounding of ¥V and P in OE would not
change the fundamental semantic relationship, especially the relative obliqueness among
NPs. Above all, as we already considered, pmf-usitlnnul arguments are more ohligue than
verbal arguments regardless of the cases involved. Then, it would be very unlikely for a
transitive verb to subcategorize for (as its original complement) an argument which is
less central for the meaning invelved while through compounding inheriting a more
central argument from other less central parts of a given sentence. On the contrary, the
original argument of a simplex verb should still be more important or central for that verb
and less obligue than the inhented prepositional argument even after V and P combine to
form a P-¥ CV as long as the basic pattern of the original semantic structure is
maintained. This conclusion would be more plausible if we consider that there was a
higher degree of semantic and/or morpho-syntactic transparency in OE P-V CVs than in
MnE P-V CVs. 2

In this connection, there is one important thing about maintaining the obligqueness
hierarchy (OH) among MPs especially when ¥ inherits its second argument through P-Vi
compounding. The obliquencss of an NP is encoded in its morphological case and the OH
among NP arguments of the same governor is determined solely by their morphological
cases, whereas a verbal argument is less oblique than a prepositional argument, regardless
of their morphological cases. Thus, if an argument of P is inhented into the new
argument structure of a P-Vt CV, then the OH between the (less oblique) original verbal
argument and the (more oblique) oniginal prepositional argument should be maintained in
the mew argument structure and, therefore, the case of the inherited prepositional
argument should be appropriate in order not to change the oniginal relative obligueness
between the two NP arguments. | believe that what is important here is maintaining the
OH between the two NP arguments rather than preserving the original (surface) case of
the prepositional argument, as we will consider later in this paper.

Most importantly, all the characieristics of OE NPs and their behavior so far
considered are determined and controlled by the head (V). This is because it is the head
itself that represents the syntactic and semantic relationship in question incleding the OH
among its relevant arguments, and encodes the relationship in its NP arguments,

26 This might seem 10 be carcular, but it is not, because my argument is based on morphology. Abave all,
whal is cbear is that only when there is a sufficient degree of transparency. at least, in the meaning of V and
P, can we reasonably say anything abouwt the subcaiegorization inheritance in P-V CVa. Oaherwise. any
argament about the contribation of nonheads (P) would be meaningless.

2T See Ogura (1995) for a discussion of some evidence about the transparency of OE P-V CVs,




74 RELATIVE OBLIQUENESS AND SUBCATEGORIZATION INHERITANCE

especially through their morphological cases, by subcategorizing for relevant arguments
of particular cases. This means that the head of OE P-V CVs has more significance than
we have often assumed and suggests that the contribution of nonheads in the
subcategorization inheritance and the case government in OE P-V CVs can be explained
under the traditional notion of the head by more properly reflecting the properties of the
head as they are rather than providing an arbitrary definiton of the head.

As for OE morphological cases and their inheritance in P-V CVs, in particular, if a
certain case is not marked for a verb in its subcategonization and is less obligue than the
case marked for the same verb in the lexicon, then the case in question is very likely to be
negative in the sense that it does not occur with the given verb even through P-V
compounding, as long as the compounding does not invelve any significant change in the
original fundamental syntactic and semantic relationship between the NP arguments
involved.® Thus, along with the OH in (14), [ propose the following re-interpretation of
the notion of the head with respect to the case feature:

{15} Re-Interpretation of the Case Feature ( > Enriched Motion of the Head)

a. Any morpho-syntactic case (of an argument of a verh) which is unmarked in
the subcategorization of a verb is negative if it is less obligue, and porenrial if
it 15 more abligue than the morpho-syntactic case of an argument which s
specified as a marked value in the subcategorization of the given verh.

b. Informal Redefinition of the Argument Structure of OE Verbs
(i) Auxiliary Verb [SUBCAT < NP [+nom], +VP =]
(i} Vi =V [SUBCAT < NP [+nom] >]
= ¥ [SUBCAT < NP [+nom], ((NP [jacc / jdat / ;gen])) =]
(i) V[acc] =V [SUBCAT < NP [+nom], NP [+acc] =]
=V [SUBCAT < NP [#nom], NP [+acc], (NP [;dat / jgen])) =]
{(iv) V[dat] =V [SUBCAT < NP [+nom], NP [+dat] >]
=V [SUBCAT = NP [+nom], NP [+dat], ((NP [-acc, jgen])) =]
(v) V[gen] =V [SUBCAT < NP [+nom]. NP [+gen] =]
= ¥ [SUBCAT < NP [+nom], NP [+gen]. ({(NP [-acc, ;dat])) =]

2% This is mainly because P-V compounding can help a relevant verb to inherit a more oblique
prepositional argument at maost, as kong as some other more important factor 15 mot involved. In this
conmection, mote that although a prepositional darive (e.g. e NP [DAT]) can be added to the MnE stracture
'V o+ accusative NP {e.g. told the story [ACC]), a5 in Johr told the story to Mary, the sccusative the
ey cannot be added 1w the MnE strecture V' + prepositional dative (e.g, spoke o Mgey [DAT]), a5 in *7
sporke to Mary the movie), in which the prepoamonal genitive glowur the sovie [GEN] is accepable, as in f
spake o Mary abow the movie.

F The double pqurﬂhﬁ;ﬁ indicate that relevant case features are specified but snmarked., inverted queston
mark () means tha relevant cases are not realized yes but are potential, and finally, the plus (+) and minus
(=) indicate marked and negative cases, respectively.

For the representation of the subcategorization list of OF verbs. [ generally follow the framework of
Head-Driven Phrase Structare Grammar (HPSG) in the version of Pollard & Sag (1987, 1994). Note that
although HPSG has no creatment of ‘potential [case) featres’, there is nothing incompatible with such a
proposal in that framework.
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(vi) Impersonal Verb [SUBCAT = (NP [-nom, +ce]) =]
=V [SUBCAT < (NP [-nom, +c]), (NP [-f, ;810 =]
where [-B] < [+o] < [38].

In addition, in order to make the above two proposals (i.e. the OH and the enriched
notion of the head) effective in the compounding of OE verbs and prepositions and, more
than anything else, to secure the priority of the head, 1 propose the following ‘feature
conservation hypothesis’ (FCH) in P-V compounding *

(16) Feature Conservation Hypothesis in P-V Compounding

it. No feature can be added 1o or subtracted from the onginal features of the head.
b. ‘Feature changing’ should be the realization of an unrealized potential feature
which is already specified as an unmarked value in the head.

The FCH. along with the OH and the enriched notion of the head, produces the
following results in connection with the subcategorization inheritance in OE P-V CVs.
First, the above three concepts will provide a reasonable justification for the
subcategorization inheritance and so-called argument composition as well, which often
seems 10 have been employed as a convenient mechanism for the formalization of some
problematic linguistic phenomena without providing any principled explanation. Thus,
the OH and an enriched notion of head' give us an explanation of why and how the head
can inherit the arguments of a nonhead.

Second, the FCH can then become one of the prnciples which constrain the
subcategonzation inheritance (or argument composition), which otherwise doesn't seem
to have any well-motivated constraints. Thus, as far as compounding of OE P-V CVs is
concerned. the subcategorization inheritance (or argument composition) should be
allowed only when it does not vielate the FCH.

Finally and most impertantly, our hypothesis can provide a principled account of the
subcategorization inheritance and case government in OE P-V CWs: it explains the
contribution of 4 nonhead without weakening the priority of the head. As a matter of fact,
it will consolidate the prionty of the head. Note also that the approach proposed here is
compatible with Lieber's (1992) and Kim's (1997) proposals and their formalization and
can deal with the problem (i.c. the selective case inheritance in P-Vi CVs) found in their
ACCoOuNts

In the next section, by examining many relevant OE verbs and sentences, 1 will
demonstrate that my proposal is strongly supported by the extant OE data. In particular, 1
will show how my aliernative approach based on the relative obliqueness (which I call
the "obliqueness hypothesis’) can answer several interesting questions about the behavior

30 In fact, the FCH can be considered the implementation of the OH and the enriched interpretation of the
case feature and it can be subsumed under a similar but more general assumption which can be found in
many syntactic frameworks. For example, the Projection Principle of Governmemnt-Binding (GB) theory
requires lexical properties to be projected 1o all levels of syatactic representation (Horrocks 1987: 99), and
the Head Feature Principle and the Subcategorization Principle play a role in HPSG theory roughly
comparabde 1o that of the Projection Principle of GB.,
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of OE CVs, including the peculiar case government in wipbregdon, wipcweban, and
wipstandan, which do not seem 0 be answered satisfactorly in any previous studies.

4. Verifying the Obligueness Hypothesis
4.1. Negative Evidence

One clear prediction from the hypothesis proposed so far is that if a simplex verb
subcategorizes for only (an NP of) dative or genitive case in the lexicon, then it does not
inherit accusative through compounding. Thus, a P-V CV formed by that verb and a
preposition will not take accusative either, because accusative is less obligue than either
dative or genitive.

In order 1o verify this prediction, I examine the OE simplex verbs which are specified
for genitive on the one hand, and those which governs dative or genitive on the other. My
list of dative- or genitive-taking verbs comes from Mitchell (1985: §1092), in which
Mitchell says that his list aims at eteness.’! | consider every genilive- or dative-
governing simplex verb in the list and checked all the relevant verbs in Bosworth &
Toller (1898) (BT), Toller (1908-21) (BTs, henceforth), Campbell (1972) (BTe,
henceforth), and Hall {19603 in order to see if any of them combines with a preposition o
form & CV which takes a less oblique case than the case specified for the original simplex
verh.

In the explanation of derived P-V CVs, | include derived monotransitive P-V CVs.
This is because although monotransitive P-¥ CVs can mean that V is used as intransitive
or that P is used just adverhially, the relevant dernvation or compounding can also mean
that the original prepositional object is overt while the original verbal object is implicit
just as a transitiive verb can be used absolutely.

As for the question of what prefixes should be dealt with as prepositions, [ %;cneﬂl]}'
follow the criteria suggested in de la Cruz (1973) and Mitchell (1978). Thus, | assume
that the prefix (P) of the P-V CV is a preposition (only) when it has the same form as an
independent preposition and itz meaning is (etymologically) related to that of the
comesponding preposition. Note that this implies it should be clear for the relevant NP
argument selected by the whole P-V CV 1o come from the P32

M See the appendizes for the list of the verbs and their derivational complex verbs, along with the relevant
explanations. Mitchell {1985) hos about 180 verbs which take dative or genitive and among them there are
112 simplex verbs, which 1 examine in this paper.

32 In particular, de la Cruz (1975 47) treats the prefizes of on- and fo- as inseparable prefixes since they
have no etymological prepositional coanterpart and Mitchell (1978: 2460 also treats the prefix fo- as an
inseparabbe prefin because there is no corresponding phrasal wse of the simple verb + preposition and also
because the comesponding complex word i different in meaning from combinations of the simplex verb
and the preposition.

On the ather hand, although de la Cruz {1975) reats be- a4 an inseparable. non-prepositional prefix
sines it often gives an intensification to o ver or has a privative sense, the prefix shows the same or similar
semantc and syniactic contribution as the corresponding preposition be in many instances (e.g. be-bindion
‘1o band about’, be-cidan 1o complain of, be-faran ‘o go around’, be-licgan 'lo lie around’, be-sitan ‘1o sit
around’, be-smeagan 10 consider abowt’. eic.). Similarly, although the prefix on- is often meaningless and
musily comesponds b Old High German inr-  (or German end-), which expresses the idea of escaping,
guing away, or removing sth (Hall 1960, BT), we can also find many instances of the prepositional prefix
ot~ with the meaning of the preposition on (uplon, ondo, against, toward, in respect 1o, or according 10°
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Some interesting results from the investigation of the target data are the following.
Above all, as expected from the proposed hypothesis, it was found that most of the trget
verbs do not make many compound or complex verbs. In fact, as we can see in the list
given in the appendixes, they usually have no more than one or two derivational complex
verbs, which in most cases are not P-V CVs but just combinations of an inseparable
prefix (e.g. a-, ge-, mis-, etc.) and a given simplex verb. This becomes more interesting if
we note thal many intransitive or accusative-governing simplex verbs form a lot of
complex verbs, many of which are P-V CVs, as in the following: 33

{17) OE Intransitive and Monotransitive Verbs and Their Derivational Complex Verbs
a. Intransitive Verbs
(1) cuman 'to come’
a-, an-, be-, for-, fore-, forp-, ge-, in-, of-, ofer-, ofer-be-, on-be-, ongean-,
purh-, 1o-, w-be-, under-, up-cuman
(i1} cweban 'to say, speak’ (also as a transitive verb)
a-, iefier-, be-, bi-, for-, fore-, ge-, hearm-, on-, onbe-, onge-, (o-, wib-, Wearg-,
wiper-, yfel-cwepan
{111} faran "to travel'
a-, be-, for-, forp-, ge-, geond-, in-, of-, ofer-, on-, ob-, purh-, to-, ut-, wip-,
ymb-faran
{iv) gangan to go’
a-, ®t-, be-, b-, for-, fore-, forp-, ful-, ge-, in-, of-, ofer-, on-, ongean-, purh-,
to-, under-, up-, ut-, wip-, ymb-, ymbe-gangan

b. Monotransitive Verbs

(i) don ‘to do, make’
-, be-, for-, ge-, in-ge-, of-, of-a-, ofer-, on-, on-ge-, op-, (0-, W0-ge-, un-,
under-, up-a-, ut-a-, wel-, yfel-don
{i1) habban “to have'
a-, =t-, be-, for-, ge-, of-, on-, wip-, wiper-, ymb-habhban
{111} healdan ‘to hold'
&-, 1-, an-, be-, for-, ge-, mis-, of-, ofer-, on-, op-, to-, ymb-healdan
(i) settan "to sel, ?Jacc'
a-, an-, be-, bi-, for-, fore-, ge-, in-, of-, ofer-, on-, to-, un-, wip-, ymb-settan

(e on-g-sendan 'wo send into’, or(be)blawan o blow uponfinto’, eu-bugan ‘1o yield to, bow won-hlinianr
1o bean o', or-sawan W0 introduce i60°, on-sitan "o seal onesell 10, or-waden "penetrate inte’, ete. ). Thus,
this paper will treat be- and on- as prepositional prefixes when it is clear that they are closely related o the
corresponding prepositions in their semantics or when the complex words (i.e. be-V 0r on-V) have the
commesponding phrasal counterparts (Le. V+be or V+on).

3 Mote also that the productivity of a Vi and Vi in compounding can also be predicied by the proposed
hypothesis. For example, a Vi has as its SUBCAT valee 'V [SUBCAT < NP [+nom], ({NP [pacc £ pdat /
cgen]ly =1" and o it has an accusative, dotive or genitive NP as its poential argument, which can be
provided by almost any OF prepositon and s object NP without destroying the original relative
obligueness among the NF arguments invilved.
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Second, there are a few derivational complex verbs or P-¥ CVs which may ap {11]
take a less oblique case (i.e. accusative) as a monotransitive verb (V[acc]) or a
dutransitive verb (V[dat/gen, acc]). However, none of them are problematic, becauss their
simplex verbs take genitive or dative only when they have a special (non-default)
mesining while, with a default meaning, they are mainly used as a transitive verb [acc].
which in fact participates in the compounding in question. For example, the simplex verb
bicgan [gen] has op-bicgan [acc, dat] and this may seem to be a counterexample since the
P-V CV takes less oblique cases than the genitive case for the simplex verb. However,
the simplex picpan lakes genitive when it means 'to partake of sth' but, with the (default)
meaning ‘1o take’, it is used as a transitive verb [acc]. Furthermore, the accusative NP
argument of the P-V CV comes from the latter use of the simplex verb, which is clear
from the meaning of the P-V CV op-picgan to take sth [acc] from sb [dat]’.3

Another interesting point in this connection is that the OH is also generally observed
in most complex verbs which are not P-% CVs but come from the combination of an
inseparable prefix and a genitive- or dative-governing simplex verb. Thus, as long as the
basic semantic relationship expressed by the simplex verb is maintained after
compounding, those complex verbs (e.g. mis-limpan [dat] "to turn out badly for someone’
from limpeain [dat] ‘o happen 1 someone’) at least have a strong tendency 1o avoid taking
or composing a less obligue case by usually taking genitive or dative. This seems to be
because the syntactic and semantic relationships expressed by those simplex verbs are not
appropriate for subcategorizing for or inheriting any less obligue object than the ones
which are onginally selected by the simplex verbs.

On the other hand, 1f we should find a P-V CV[dat, acc] which comes from V[dat]
and Placc] or a P-V CV[gen, acc] which comes from V[gen] and P[acc]. this would be a
real counterexample. Such P-V CVs could come from the compounding of
Place/{dat){gen)] and either Vi[{dat)(gen)] or Vi[acc/{dat)(gen)]. However, none of
dative- or genitive- only-governing verbs (i.e. Vi[{dat){gen}]} form any such P-V CVs,
Furthermore, I have examined OE verbs which can take accusative and genitive al same
time on the one hand and OE verbs which can take accusative and dative at the same time
on the other. The 1 OF verhs are collected from Visser (1963-73: §§679, 682, 696).3
Visser has about 76 OE verbs [acc, gen] (or [gen, acc]) and about 253 OE verbs [acc, dat]
{or [dat, acc]). Among the verbs [acc, gen], no CVs are to be found which come from a
preposition and a simplex verb.®® Among the verbs [acc, dat], there are some P-V CVs
whose simplex is not ditransitive; however, there are no P-¥ CVs which come from
Placc] and V([dat].

Thus, the results of the investigation of the relevant OE verbs are compatible with the
predictions from the proposed hypothesis. They show that there are no verbs [dat’gen]
which combine with a preposition [acc] to make a P-V CV [dat/gen, acc] and this
strongly suggests that OE has, at most, a very small number of P-V CVs [dat/gen, acc]

3 Far potertially problematic cases and their accounts, see the appendizes.

3% Mirchell {1985) does aot include verbs |dst, ace] i his lisz of verbal rections (§ 1092) bus refiers 1o Visser
136373

3 About 20 verbs. jace. gen| have a prefix whose form is similar (o an independent preposition. That is,
there are about 16 verbs [ace, gen] which consist of be- and a verb (e.g. be-dimlan, be-haran, be-riman, etc.)
and 5 verbs [ace, gen| which consist of or- and a verb (on-curnan, on-munen, on-secan, o6-SEcan, and an-
wendlan). The prefixes be- and an- in all those verbs, however, are used as inssparable prefizes, whach are
usually privative or just meaningless.
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which come from a preposition [acc] and a simplex verb [dat/gen]. Most imporantly, all
the above facts constitute strong evidence for the obliqueness hypothesis, which says tha
genitive- or dative-governing simplex verbs are not compatible with an NP argument
which 15 less oblique than the NP arguments tha they onginally subcategonize for,

One might justifiably argue that not only do we not have intuitions about OE, but also
that the extant OE data are not complete enough to prove any principle or rule like the
obligueness hypothesis. In fact, Mitchell (1983) and Visser (1963-73), even though they
are among the most extensive collection of the relevant data at present, would not exhaust
uny type of OE verbs which we must examine for verifying the proposed hypothesis.,
Furthermore, my mvestigation of those verbs 15 mainly based on the above two books, as
well as BT, BTs, BTe, and Hall {1960). However, the negative evidence provided in this
section (i.e. the results from the investigation of OE verbs [dat/gen], verbs [acc, gen], and
verbs [acc, dat]) 1s strong encugh for us 1o conclude that the obliqueness hypothesis
based on the OH and the FCH is at least a strong tendency in OE verbs and their
subcategorization inheritance, because the hypothesis tums out to be valid for the large
sel of OE verbs which are available at present. More importantly, there is no reason to

ve up the priority of the head in our account of the subcateporization inheritance of OE
-V CVs unless we find sufficient evidence from further OE data that the contribution of
nonheads cannot be explained on the basis of the properties of the head itself.

4.2, Positive Evidence and Choosing from More Than One Case
4.2.1. Monotransitive P-Vi CVs Whose Simplex Verb is Intransitive

Many OFE P-¥ CVs are formed from uFre%asi[inn and an intransitive verb. In fact,
this kind of P-V CV is not characteristic of OF because even in many other languages
including MnE there are many P-V CVs of this type (e.g. overcome, overlay, overlap,
overshine, overspread, undergo, underlie, underline, underpass, underwrire, etc.). In this
case, as already discussed in section 2.2, the contnbution of a nonhead to the
subcategornization inheritance of the whole CV can be explained very easily without
giving up the priority of the head. Thus, Selkirk (1982) and Di Sciullo & Williams (1987)
woueld say that P is the head since they define the head as the rightmost constituent of a
word which is specified for the propenty in question (1.e. the subcategorization of the NP
object and s case).

On the other hand, according to the altemative approach, i.e. the obliqueness
hypothesis, the head is still the simplex verb and the contribution of a nonhead is
explained by the subcategorization of the head verh, which originaily has the potential of
inheriting an argument which is more oblique than the markedly specified argument.
Thus, in the case of P-Vi CVs, the Vi subcategorizes for some potential but unrealized
argument as well as the marked subject NP[nom] and when it 1s required to inherit an
additional argument through compounding, it chooses a potential argument of a certain
muorphological case from the nonhead P, mainly depending on the grammatical function
and meaning it encodes. ™

57 In her discussion of OF P-Vi CVs, Kim (1997; 46) says that as for begangan and yebgan, although the
dative case is 1aken by the corresponding preposition. the extam data do not show any instances of dative
case for these compounds bt they show only instances of accusative case, another case governed by the
preposition, It seems 1w be generally true that other things being equal, the accusative case is favored over
other oblique cases. This general tendency in fact reflects the obliqueness hierarchy proposed in this paper.
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The account of the subcategorization inheritance in P-Vi CVs may not seem o be
very interesting since at first glance there does not seem to be much difference between
the obligueness hypothesis and other headness-based approaches. That is, Selkirk (1982)
and D4 Sciulio g Williams (1987) may also seem to explain the contribution of a
nonhead (more precisely, the 'head’ for them). However, there are some serious problems
in their approaches. Above all, their approaches are based on the ad hoc redefinition of
the head, which would very conveniently identify the head of one and the same complex
waord in several different ways depending on the relevant features. The definition of the
head in this way may turn out to be a tautology. Thus, it cannot explain our intuition
about the headness that no matter which element decides some specific feature(s) in P-V
CVs (i.c. in spite of some contribution of nonheads), it is still the simplex verb that is the
head and the preposition i stll just a nenhead prefix.

As a matter of fact, we don't have to resort to such an arbitrary redefinition of the
head, which will bring about other subsequent problems, as in the percolation of the head
features from a different head depending on the relevant feature(s), nor do we need to be
grudgingly satisfied with a nice-looking but unjustified formalization which mainly
serves 1o give the head (V) nominal poority. In fact, the obliqueness hypothesis can deal
with even more difficult cases such as P-¥i CVs, in which both members of the CV
contribute to the subcategorization inheritance. This is possible by better understanding
the propenies of 'headness’ and the relevant head.

4.2.2, Ditransitive P-¥t CVs Whose Simplex Verh is Monotransitive

The explanation of ditransitive P-Vt CVs formed from a preposition and a
monotransitive simplex verb is more interesting. Although this type of compounding is
nod very common in OE, it is found in other languages including Greek and Latin as well
as OE has some clear instances of P-Vi CVs formed by such compounding. Such P-¥
CWVs provide us with very interesting positive evidence for the obliqueness hypothesis,
Consider the following examples:

(IB) wip-metan vs. melan
a. Hwylcum bigspelle  wifwnere  we hit?
which  purable [dat] compare we it [acc]
“which parable shall we compare it with™
(Mk. Ske. 430 [BT: 125403

However. note that all the CWs which, she says, take accusative only in her examples describe motion
rather than state, and also note that we lind many F-Vi CWs which do not ke accusative even though P
can take accusative as well: for example, wipfasmn [dat], wip-springan [dat], wip-licgan [dat], ynb-fTeagan
[dat], yomb-springan [dat]. ete, (Visser 1963-73: 648-65T).

L Mote that Kim's ( 1997) approach adopting argument attraction, as s shown in (9], cannot be ]Jmpcfly
applied to the complex verbs which have a non-prepositional, (subjcategory- or valence-changing prefix
because there 1% no argument attraction from a nonhead (ie. inseparable pmel‘uus such as a-. ge-, fo-)
invalved in swch complex words. In this connection, it is important b note that as long as the origisal
semantics of the simplex werb is not altered, the relative obliqueness among MNP arguments tends 1o be
maintained even when a simplex verb combines with an inseparable, non-prepositional prefix (e.g. a-bitan
or an-hiten 1o taste of sth [gen] from bitan 0 bite/tear sth [acc]).
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b. (1) To metenne wip@el mod
to measure  with that mind [acc]
to measure/compare with that mind' (Br. 16.2. Fox. 52.6 [BT: 6&1])

{11) Ne sinthy no  wipeow L mretanie

nor  are they [nom]naot with you [acc/dat|to compare

‘they are not to be compared with you'

{Bt. 13. Fox. 40.10 [BT: 681])
c. pu gedydest Setwe meetan ure land mid  [@pum.
you caused thatwe measure our land [acc] with cords [dat]
'you caused us to measure our land with cords'
{Ps. Th. 15.6 [BT: 681])

Examples (18b) and (18c) show that metan ''o measure, compare’ usually takes an
accusative NP and often occurs with a preposition wip or mid "with' and a prepositional
object NP, which is usually accusative or dative. When the simplex verb metan combines
with the preposition wip (o make a P-¥i CV, as in (18a), the whole P-Vit CV wib-mefan
‘to compare/measure one thing[ace] with/by another[dat]' becomes ditransitive and
always takes accusative and dative, Here, we can clearly see that one of the two (non-
subject) NP arguments in (18a) comes from P (nonhead) and that this prepositional
argument is the dative NP but not the accusative NP because it is what something is
compared with. What is interesting is that although the prefix wip as a preposition can
take accusative, dative, or genitive, the P-V CV wip-metan only takes accusative and
dative on its two objects, as in (13a).

Mone of the approaches we considered in section 2 seems Lo be able to provide a
reasonable account of this subcategorization inheritance in wip-meran. For example, Kim
(1997) and Lieber (1992) would say that the dative NP comes from P (wip) and it is
inherited or composed by the head V (meran) of the whole CV. However, they would not
be able 1o explain why the P-V CV only takes [acc, dat] even though [acc. acc] should
also be logically possible, This means that there is much still to be explained about the
mechanism of subcategorization inheritance, especially how the subcategorization
inheritunce is constrained and what role the head plays in that process.

The obliqueness hypothesis, on the other hand, very easily explains this phenomenon
without weakening the priority of the head or resorting to an ad hoc and arbitrary
redefinition of the head. That is, the simplex verb meran, whose case feature can be
described as V[+nom, +ace, jdat, ;jgen], has the potential for inhenting a more obligue
argument than its original accusative argument, and thus it comes to choose dative from
among the actually possible options (i.e. [acc] and [dat]).?*

MNow let's consider another set of examples, in which the simplex verb meran
combines with the preposition be "by, in reference to' to make the P-Vi CV be-meran ‘o
measure one thing by another”;

 The extamt OF data seem (o show that when the proposition wip occurs with meran, i only takes
accusative or dative bui does not ke genitive even though it is possible in other cases. For the case
government of the preposition wipy refer 1o BT, BTs, and Miichell { 1983).
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(19) be-metan vs. metan

a.paethy na sippan  nanes hx
that they not afterwards not-any  power [gen] !h:ms:h'l:s [acc]neither
bematan, ne nanes  freodomes,
measure-by nor not-any freedom [gen]
"that afterwards they did not consider themselves
(possessed) of any power, nor of any freedom’
(Mt. Bos, 62,11 [BT: 82])

b. pathy heora miclan anwealdes and longsuman hy syife

that they [heir great power [gen] and lasting themselves [acc]

afpan Alexander to nahte [ne] bemuelan,

erwards 4gums: Alexander at nothing measure-hy
‘that, in the respect of their great and lasting power,
afterwards they estimated themselves at nothing against Alexander”
(M. Bos. 65.39 [BT: 82])

c.5c sweg was be winde mefan

the sound [nom] was by wind [dat] measured

'the sound was compared o/measured by the wind
(B]I-Im-n 133.31 [BT: 681])

As we considered in (18), the simplex meran takes accusative, which is also
confirmed in (19¢) since in OE only an accusative object NP could be a passive subject,
and the preposition be by, in reference 1o’ almost always takes dative, as in (19c), and
occasionally takes accusative bul never lakes genitive * Furthermore, the ditransitive P-
Vi CV, which comes from the simplex metan and the preposition be, always takes
accusative and genitive at the same time, as in (19, b). What is interesting here is that
although we expect the genitive case to come from F, the extant OE data do not show any
example in which the corresponding preposition be takes genitive. Consider the following
examples, in which some specific case taken by a P-V CV does not come from either the
simplex verb (V) or the preverb (P):

(20} on-cwedan vs. cwelan

a1} pathio here cwene oncwedun meahton
thatshe the woman [dat/gen]  speak-with-respect-1o could

such good [gen], such % Eg:n]

‘that she could answer the woman with respect to
either such a good thing or such a bad thing'
{Elene 324 [Visser I: 610])
(i) Drihten  sprae .. Abraham Metods oncwel,
the Lord spoke ... Abraham to God [dat] spoke-in- rt.spn‘nsr,

‘the Lord spoke ... Abraham said 1o God in response
(Gen. 2303 - 2345 [BT: 667])

4 See Mitchell (1985: §51153-4). Note also that, when it is an inseparable prefix, be- is usually privative
or meaningless and never means by, in the respect of,



GWANG-Y 00N GOH 83

b. Him paword hi  cwedab,

him [dat]the words [acc] they speak

‘they say the words (o him' (Exon. 13b, Th. 25.15 [BT: 178])
C.oued - ; ans.,

spoke 1o the crippled [dat]

I spoke 1o the crippled man’ (Lindisf. Gosp. Mt. IX, 6 [Visser I: 289])

d. on [acc/dav'?gen] 'upon, with respect to, in accordance with' 4!

(21} on-lean vs, leon
apa  he has wapnes anlah selran sweord-frecan;
whenhe the weapon [gen] gave-the-loan-of(the) better sword man [dat]
"when he lent that weapon to the better swordsman’ (Beo 1467)
b. N@s p®t ponne matost mEgen-fultuma,
nol-was thatthen  the least mighty aid

bt him on Bearfelah  Byle Hrobigares,
that him [dat] in need lent spokesman of Hrothgar

‘then it was not the least of the might aid,
that Hrothgar's spokesman lent im in need’ (Beo 1455-6)
.Min pe ichzbbe, and me  God lah

my land [acc] that T have, andme [dat] God lent
‘my land that I have, and God lent me'

d. Lih me bree  hlafas
lend me [dat] three breads [acc)
'lend me three loaves of bread’ {Lk. Skt. Lind. 11.5 [BT; 633])

(Chart, Th. 469.25 [BT: 633])

In the eaam]:ﬂes (200, on-cwedan to respond to somebody [dat] with respect to
something [gen]’ takes dative and genitive at the same time or dative alone, whereas the
simplex verb takes accusative and f:liw at the same time, as in (20b), or separately but it
does not take genitive. Thus, one might expect that the second case genitive Fﬂr on-
cwedan comes from the preposition on. However, the government of genitive by the

reposition o is not well attested.*? In the same way, on-leon 'to give somebody [dat] the

of something [gen]' in (21a) takes dative and genitive while the simplex leon does

not take genitive but does take accusative and dative. One might try to explain the case

government in question by recourse Lo the comparative method.*? Bul in this case, there

does not seem 1o be any clear evidence that on and its cognates take a genitive object in
the Proto-Germanic stage.

4 See Mitchell (1985; §1178) for cases which are taken by the preposition on.

42 According to BT, BTs, and Hall (1966), an does not take genitive but it only takes accusative, dative, or

instrumental. But see Mitchell (197%: 40, fn. 2) for two examples in which oo might be considered o take
itive,

3 See Kim (1998). (Wer-stigan lakes accusative or genitive while nesther the simplex verb nor the
preposition takes genitive. But the Gothic preposition wfarg, the cognate of OE afer can take a genitive
object, s0 that one can posit that afer in Pre-English could govern genitive and afer-srigan retains a trace of
that behavior,

# The cognates of OF on (i.e. Gothic are, Old Low Franconian ar, Old High German amfa), ete.} take
accusalive or dative respectively (Old High Cerman arfa) sometimes takes instrumendal), but do ned take
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According to the obliqueness hypothesis, the genitive case is allowed in both CVs
since the genilive case is more obligue than the dative case which is specified for each
simplex verh. Thus, we have two possible accounts: first, diachronically, the preposition
in gquestion used to be able to take genitive but with time this use became restricted until
finally it does not take genitive any longer: and second (more synchronically), the P-V
CVs in guestion Lake genitive as the second case since there is no other choice, No matter
which position we take, the obliqueness hypothesis is compatible with each option: it can
not only accommodate either possibility but also predict and explain it. In this
connection, | believe that in general even a historically possible case could be allowed in
compounds only when it is compatible with the more general principle like the OH. Thus,
the OH is a principle that has diachronic as well as synchronic applications. Note also
that the OH is also relevant to MnE, as already considered.

Finally, on the basis of the proposed hypothesis, 1 will reconsider the question raised
about wip-CVs in section 1.2 and see how this approach can answer the question. The
question is why a particular case is used in a P-¥V CV when more than one case is
logically possible. Consider the following case government patterns for wip-cwepan, wip-
bregdan, and wip-srandan:

(22) Caze Government of [wip-¥i] CVs, [Vi], and [wip] 4

a. wip-bregdan [dat. (gen)] 'to restrain (shfsth) [dat] from (sth) [gen]’
wip-cweban [dat, (gen)] ‘to refuse (sth) [gen] to (sb) [dat]’
wip-standan [dat, (gen)] ‘to hinder (shfsth) [dat] with respect to (sth) [gen]’
b. bregdan [accidat] ‘to draw, bend’
cwehan [acc, (dat)] ‘to say, speak’
standan ([dat]} 'to stand, become”

¢, wip [acc/dat/gen]

The above OE wip-CVs show us some peculiar behavior in their case government. When
they are used ditransitively, all the CVs in (22) take only [dat, gen] but they fail 1o ke
other combinations of cases, even though these are logically possible: [acc, acc], [ace,
dat], [acc, gen], [dat, acc], [dat, dat]. How can we explain the case-govemment pattern in
these P-¥1 CWsT

According to the obliquencss hypothesis, no CVs can take an argument whose
morpho-syntactic case is negative in the subcategorization of its head (simplex verh)
through compounding. Thus, even if the nonhead P originally governs a certain case, if
that case is less obligue than the marked case specified for the head, then it is negative
and therefore cannot be inherited by the head or be percolated to the mother (CV). Note
that in all three CVs, the dative case comes from the verb part (V), which is clear from
the relevant meaning and the fact that the remaining case is genitive, which can be taken
only by the P wip. Remember also that V[+dat] is equal to V[+dat, ({-acc, ;gen))] in our
re-interpretation of the caze feature. Therefore, the only possible option for the second

Ecn.il:i\'c (Karg-Gasterstiidt & Frings 1968, Balg I887- 1889, and Kyes 1983).
3 This 15 based on Mitchell (1985: §§1092, 1178), Visser (1963-73: £677), BT, and BTs. For the
discussion of the thres P2V Vs, see Eim (1997
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argument which comes from the P should be the genitive case, which gives the argument
structure ¥[dat, gen] for each P-Vi CV.

Then, why don't the above CVs take [acc, acc], [acc, dat], [dat, dat] or [acc, gen]?
This can also be easily explained. Consider the following example again:
{23) cwedan and wip-cwedan (repeated from (5))

a.in lechichim pa  word ewepald
in light him [dat]those words [acc] speak

‘they will speak those words to him in glory® (Christ 401}
b, gif ing hwa Bzs wifr-cwepe
if you-two [dat] anyonethat [gen] contradicts
if anyone contradicts you about that' (BlHom 71.1 [BT: 1250])

The argument structures for cwefan and wip-cwedan are "addressee [dat], what-is-said
[mcc]”, and "addresses [dat], what-is-spoken-about [gen]”, respectively, which is apparent
from the above examples in (23). Note that an addressee generally takes dative. Thus,
once the case of the first NP (i.e. the original verbal argument) is determined as dative,
the only remaining choice becomes genitive since genitive alone is more oblique than
dative and potential in the case feature of the head verb.* Also note that all three wip-
CVs have almost the same semantic and syntactic structure with a little difference in
meaning in the verb part. Thus, even though more than one morphological case is
logically possible, we can predict the right choice.

5. Summary and Conclusion

In this paper, we have considered the subcategorization inheritance, especially case
feature inhentance, in OE CVs and demonstrated that the head of a word has more
significance than generally assumed in many morpho-syntactic studies. Stanting from the
observation about the contribution of nonheads, which is very common but gquite
abnormal from the standpoint of the traditional notion of the head, we have examined
various approaches available in current morphological theories only to find ourselves snll

46 One might want to treat the case government of wipcwesan by means of a mapping from semantics or
thematic roles 10 case caiegories as an aliernative o the obliqueness hypothesis. The case government here,
however, is difficult 1o explain in terms of semantics alene. Above all, the encoding of grammatical or
semantic rodes by morphological cases is ofien inconsistent. Nate, in this connection, that in OE the same
grammatical role or function is often represented by differemt morphological cases. as noted in (10) and
{18} If we ignore this problem, the cases required for the add and the theme will exclude |acc, acc),
lace, dat], [2cc, gen], and |dat, dat], since a theme or topic tends to take accusative or genitive and an
addresse is generally encoded by dative. which is the case with cweBan and wip-cwefan. Yet, this sill
leawves [dat. acc] and [dat, gen]. Here the OH again helps us 10 choose between the remaining two by
eliminating |dat, ace] which has a less oblique case than the dative case specified for the head verb,

On the ather hand. one may try to resolve the problem of choosing [dat. acc] and [dat, gen] by arguing
that the variation between accusative and genitive with the same verb is often due 1o the fact that accusanive
expresses the whole thing and the genilive a part (Mitchell 1985: §1340). Mote, however, that atﬂ‘mlh
such a semantics-based account might be compatible with the semantic structure of the TV wip-cwehan, it
is not clear how it coubd be applied 1o the semantic structures of other CVa such as wip-bregdan and wip
standan. This 2lso makes i difficult (o maintain a systematic application of mapping from thematic roles o
case categories. See Kim (1997 fn.21) for another criticism on a semantic approach,
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facing a dilemma between the contribution of a nonhead and the ‘true’ priority of the
head. In order to remedy this situation, on the basis of the OH (obligueness hierarchy),
derived from the distinction between NP arguments with respect to their cases and
governors, the enriched notion of the head, and the FCH (feature conservation
hypothesis), we have pro an aliernative approach, in which we can consolidate the
prionity of the head as wc as explain the contribution of a nonhead.

In shom, the following advantages are obtained from the approach proposed in this
paper. First, the obliqueness hypothesis can explain the contribution of a nonhead under
the traditional notion of the head by showing that, despite the contribution of a nonhead,
the head is still in complete control of the subcategorization inheritance in OE CVs.
Second, the better understanding of the head suggests a reasonable answer to the guestion
of why argument composition, which has recently been used in many morpho-syntactic
studies, 15 possible and how it showld be constrained. Finally, this approach, if it can be
applied more generally, should enable us to provide a reasonable explanation and
prediction about case government in OE, as we have seen in the previous section, and the
prediction could contribute to the understanding of OF by accounting for many evasive
grammatical relationships in which OE NPs and CVs are involved.

APPENDIXES 47
APPENDIX 1. OE VERBS WHICH GOVERN A GENITIVE NP ARGUMENT

anpracian "wo lament at sth'

basnian (ge-} "to wait for sth’

binnan (a- [gen], ge- [gen]) 'to cease from sth'

blissian (gfen- [gen]) to rejoice at sth'

baoetain) "o acquire sth® (Maet (L1) 18.15 (Mitchell 1985: §455))
bon o boast of sth’

dwelian, dwellan (a-, ge- [gen], rr_.fa )t go astray from sth’
z_.f'csmr: “to strive after, undertake sth”

elcian 'to delay or put off sth'

feestan (a-, ge-) 'to abstain from® 4

{pe-Wfelan 'to feel, perceive, touch shisth’'

(ge-Wfean (efen- [gen]) ‘rejoice i sth [gen'dat/instr]’
[frasian {ge-) to tempt sh'

friclan "to desire or seck for sth'

47 The verhs and their definitions in the appendizes are based on Mitchell (1985: §1092). The lollowing
notations and abbreviations are wsed: (i) V[case)icases] = the given verb takes either an NP [case ] or an
NP [casez], and Vcasej. casez] = the given verb takes two NPs whose case is [case] and [cases],
respectively; (i) ‘sth’ and "sb’ stand for something and somebody. respectively: (1ii) the complex verbs or P-
W W which, in spite of the resemblance in form {and meaning), are not derived from a given genitive- or
dative-governing simplex verb are given in the relevant foctnote with an explanation; (iv) in case a simplex
verh takes genitive or dative only with a specific meaning which is different from s default meaning.,
while it mainly or often takes accusative andfor dative with the default |'r|e.a.|1mg,. 1 separate the two ges of
the verd and deal with the later cass in the rebevam footnote,

4 There are several OF words such as ar-fiestan ‘o fin, be-, bi-fiestan ‘o fix, inflict on’, op-feesran 1o
entrust, inflict’, which are similar to fixsran [gen] only in form. However, as is clear from the involved
meanings and forms, they all come from OE firsan [ace] ‘o fasten. entrust’



GWANG-Y 00N GOH 87

giernan 'to ask for, desire sth’

gilpan (for-] 'to boast uf',uglnry in sth [genfinstr] (prep. for)
habban to consider sth' 4

hentan (ge-) "to pursue, follow sh'sth’

Nlasnian o listen to, wait for sh'sth’

latian (a-, ge-) 'lo delay from sth'

locian (ge-) to gaze on, examine, have regard to shisth' 3¢
ge-nugan (be-nugan 'to need, enjoy sth [gen]’y ‘to suffice, have abundance of sth' 31
mvitian (ge-) "o make use of, enjoy sth'

plean 'to nsk or endanger sth’

ge-restan 'to rest from sih'

rowriian "o strive after sth!

saptan, sean (be-, for-) 'to lie in wait for sb' 32

semian (ge- [dat]) 1o lie in wait for sh'

seiran (a- [ace, gen] 'to separate sb [ace] from sth [gen]') 'to get clear of, get rid of sth’
sinran 1o care for, heed sbi'sth’

siepan (ge-, on-) 'to be asleep to, not to be alert to° 33

Picgan (g-, ge-) 'to partake of sth™*

Parfnian (7) 'to seffer lack of sth” (See BTs)

wigdiian "o lack sth'

wafian ‘Lo wonder at sth’

wandiagn {g-, for- 'to reverence’, un-) 'lo um aside from sth' ¥
weddian (ge-) 'lo engage Lo do sth'e

4 Habban has derivational words o-kebban 'to restrain’, @r-habban o remin’, be-fabban oo surround.
hold’, for-fabban ‘1o restrain’, ge-habban 'to have, retain’, af-hafbban ‘1o hold back', on-habbani™ 'to
SUppOrt’, wi-hahban [dat] ‘to opposs’, wiber-Rabdan ‘1o resist’, ymb-habban ' surround’, However, the
involved meaning tells than these verbs come from kabban [sccfgen] 'to have', which was one of the most
frequently used OF verbs unlike kabban [gen] 'io consider’,

# The verb locian is muinly wsed o5 intransitive and oftea oceurs with a preposition #e or e, BT and BTs
show pwo derivational verbs for this verk be-locian, yob-locian o ook round',

*1 Any vesh shown as ge-V in the entries of this list always oceurs s a preficed form like pe-nmgan .

2 BTs shows one example in which be-erien and for-retian ke an accusative NP as follows:

He furigtads higlace.pl.] per par hic gepoht hafdon b hie higos [acesg.) besmtedon,
<insidiantes insidiis capics (Or. 3.001; 5 146, 11 [BTs: 82 & 2500)

However, the two derived words be-seetian and fer-setion (= for-tetian) have exactly the same
meaning as swfior and furthermere, they are nat well attested (BT has cnly one example for the verbs,
which is a Latin translaten. Thus, it is very likely that the simplex setian also akes accusative or that the
example was influenced by Latin,

3 Slepan is mainly used ns intransitive.

3 hicgan has a complex verh ap-picgan 'to take sthlace] from shidat] bet this word is not s
counlerexample since it does not come from the genitive-taking simplex verb picgan 'to partake of sth',
That is, picgar. when it means 'l take’, is usunlly used o5 a transitive verb which can take accusative or
dative. and this we can say that the sth [ace] comes from this wse of the simplex verh, which is clear from
the meaning of the P-% CV o take sth [acc) from sh [dat]’.

55 Wandian ‘1o care for' i wed as intransitive with the preposition for.

80 ne wandast for n3non menn
“you do not care for any men’ {Mr, Kmbl, 22. 16 [BT])
36 There is one related P-V CV be-weddian ‘to betrath shlace] to shida]', which does not come from the

given genitive-taking verh. Wedidian with the meaning of 'to wed, betroth’ wsually tkes accusative (BT:
1181}, which means that the accusative object comes from the simplex verh,
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AFPPENDIX [I. OE VERBS WHICH GOVERN A GENITIVE OR DATIVE NP ARGUMENT

andwyrdan (ge-) 'to answer (sth [acc] to) sb [dat]’

bicnan, bicanian (and-, ge-) 'to make a sign to sb’

bisenian, bysnian, (ge-, mis-} "o give an example to sb [dat] of sth’
brycian, brycsian (ge-) o do good to shisth’

campian (ge-, wip-) 'to fight for shisth’ (prep. for) 57

cidan, ge- (be- o complain of, ofer- to chide sharply”) 'to rebuke sb” %
ge-clifian o stick w sth' (prep. ro) ¥

cweman (ge-, mis- "o displ sb [dat?]’) 'to please, satisfy sh'
ge-dafenian ((im)personal) to be becoming to, behoove shisth’
derian (g-, ge-) o hurt, damage sh/sth’

diryman 'lo rejoice in sb'

dugan, dygan 1o befit, be of use 1o sh’

earmian (of-) 'to cause pity in sb' ((im)personal)

gfnetan o eat as much as sb?, imitate?

eglan, eglian (@t [dat], ge- [dat]) 'to wouble’ ({(im)personal)
fegnian, fagnian (ge-, on-) ‘rejoice at sth [gen/dm]"

Seligean 'to follow shfsth’

ge-feolan (-, be-, wip-) 1o stick to sbisth &

framian, fremian, fromian (forb- o grow up, make progress’) to profit, avail shisth’ &
frodian 'to make sb wise'

(@e-Welreman, -ian (tof-ge)-) 'to help, support shisth® %1

(ge-1fvlstan (to-) 'to help sb'

geocian (un-) o preserve, save shisth [gen/dar]'

gitsian (ge-) 'to covet, desire sth [gen/dat]’

godian o enrich sb°

gramian 1o be offensive (o, vex sb’

5T Wip-campan 't fight against’ 15 likely to take accusative as transative, even though BT, BTs and CA do
pol have the cormesponding entry or any example for this P-V CV {only BT lists this CV and only as a
derivation ol campian]. However, campien 10 fight against’ 5 often used with a preposition for, mid, wip or
ongean with an NP object [aceidat]. which means the simplex verb is an intransitive verb in this case, Thus,
this verb cannot be a counterexample.

5 Cidar can also take accusative and it is ofien used absolutely or intransitively with a preposition (ongean
or wifi) (BTs: 123). Be-cidan (only) occurs with a claose (BTs: 67) and furthermore, the meaning of afer-
cidan clearly tells us the prefix (ofer) is used not prepositimally but adverbially.

¥ Cliffan 'to cleave, adhere’ is usually used as intransitive with a preposition as follows:

Hr willap clifian g d=m monnam.
‘they will cleave to the men' (Ba- 16.3; Fox 54.19 [BT])

0l Egpntan is used as intransitive with the preposition for or en (BTs: 198),

& The simplex verb fealan ‘to stick, adhere, come, pass’ is useally used as intransitive. Note thas all three
CVs er-fenlan "0 adbere w shistl’, be-feolan w apply oneself 1o sth', and wip-feolan ‘1o apply oneself to
sth’ have a similar meaning and take dative. On the other hand, geond-feclan 10 permeate, fill complesely’
comes from the transitive verb feolan o penetrate, pass into’.

52 Framian to get good. make progress’ is used as intransitive and it is clear from the meaning of the forp-
framian that the prefix forp- s used adverbially, not prepositionally in thar CV

6 To.fielneman “adiveare, adivea’ (tofultema (A lxxxi, 91, 10 [BTe: 60]) has the same meaning (and
probably, the same usage) as the simples
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hearmian {af- (impersonal) 'to cause grief” (Hall 19607) 'to harm shsth'
(ge-Yhelpan (a- [dat/gen], te-] 1o help sb [dav/gen]'

hierswmian (ge- [dat]) 1o obey, serve shisth’

(ge-Miystan (wider-) 1o listen to, obey sb [dat'gen]’ o

fremen 'to exult in sth [davgen]’ (in Brun 39)

hwapan to threaten sb [dat] with sth [datinstr]

fyrian (after-, of-, on-) ‘to imitate shysth’ %

Lapian {a-) "to be hateful to sh'

{ge-Neagan (a- [dat], for-, of-) 'to deceive, tell a lie to sh' 67

libban (mis-, ofer-) to live 1o sb' (Iikban is mostly intransitive.)

{ge-Wician (mis-, ofs, un-ge-) "0 please sh' (all verbs take dative.)

(- Wirmpan (a-, be-, mis-) 10 happen to sh' (all verbs take dative. )

nran (o, ge-, Blel- [gen], of 'to desist from sth [gen]’) to cease from sth [datfgen]'
losian {ge-) 'ta be lost to, escape from shisth’ {prep. off @

lyffertan 'to flatter, pay court 1o shb'

magan 'to prevail over shisth’ {prep. wib)

[ge-pmelgian 'to assign dug measure to sb'

miigan (ge-) 'to pass, discharge sth [dat] in one's water’

{ge-ymiltsian 'pity, pardon sbfsth [dat'gen]

mizsan <1 [gen] o miss, fail to hit sth' <2 [dat] 'to escape the natice of sb'
(ge= e ban "o nsk one's life’

(g nyhlswmian o be sufficient for sb' ((im)personal)

ge-ortre{aglwar <1> to despair of sth [gen)' =2> 'not to trust 1o sb [dat] for sth (clavse)’
ge-artruwian 'to despair of sth [gen]’

plituan 'to bring danger upon shisth’

rieciin 1o rule shisth’

4 The CV ra-helpan is used in the same way as felpan as follows:
Ie gelafo. help (Shelpe, R. adiuva) ungeledffulniss minne. (Mk. 1.9, 24 [BTs: 5310

B5 ffystan is usually used as intransitive or absolutely (BT: 546 & BTs- 5551 and wder-ilvaran ‘10 supply
an omited word (<nbadirel’ is a Latin translation.

B BT shows only one example, in which efer-byian 1o imitase’ is used as intransitive o absolutely hut
with exactly the same meaning s that of the simplex verb. BTs shows oaly one exumple for af-fvelan T
imitatz’. in which it seems to take accusative (BTa: 662). On-hprign [dorace] o imitate might be
problematie. De la Cruz, however, reats on- a8 an inseparable prefix. which seems to be relevant here since
the prefix makes little semantic contribution o the given whole comples verb.

Anyway, exactly the same meaning in all the simplex and complex verbs argues that the prefix does
not hiave a prepositional function in any CV. Furthermore, BT and BTs record only two examples for
hyrian, whereas they have many examples for an-fyeian. and this insufficiency in data, togsther with the
uentical meaning involvied, sugpests the possibility that te simplex verb could also be used as intransitive.
Wisser (1963-73) does not inclede fyeian in the list of verbs which takes a dative NF. Considering all this,
this word needs further research
87 Lesgar 't tell a lic' is matnly used as intransitive or transitive (mainly with o clausal abject or an
accusative MP). It takes a dative NP only when it means ‘o tell a lie to sb'. BT and BTs recoed many
eaamples for this verb.

B Losian is muinly used as inteansitive and it is also wsed as transitive with an sccusative NP when it
means ‘to desiroy’. BT and BTx have many examples. There is one complex verb for-losian ‘o destroy’
which comes from the accusative wking transitive fosiar.
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{ge-Jravdan (a-, be-" to deprive sb [acc] of sth [dat/gen], for- to give counsel against’,
mis- ‘1o advise/read wrongly', wip- 'to act against [dat]') *
<|= [dat] 1o give advice 1o sb'
<2 [datfinstr] 1o rule, govern, direct sh'
<3 [dat] 'to possess sth’
(ge-Jsaelan (ro- o happen amiss to sb [dat] in respect of sth [gen]') to happen to sb’
seeadan "o pant from sth [dat]' (in Reuin 30) 70
serifarn (ge-] 'to care for sth [datfgen]’ ™
spiwan, spiwian (g-) ‘to split up, vomit sth'
(ge-lspowan (mis-spowan (impersonal) to tumn badly for sb [dat])
=1 [dat] 1o be successful in sth’
<> (impersonal) 'to tum out well for sb [dat] in the respect of sth [gen] (eomidion)
stefnian (ge-) 'lo summon, cite sh’
stelan (be- [dat), ge-, for- "to steal away, rob") 'to steal from sh' 72
sweltan (a-, ge-, for- (Vi) o die away, perish’) 3
<1> [gen] 'to die to, be no longer conscious of sth’
<2= [dat] (prep. fordmid) o die of sth, die a death’
(e wican
(- 'to betray sh [dat]’, be- to fail sb [secidat]’, from- 'to desert from sb [dat]’) ™
<1> [dat] (prep. from) 'to depart from sh'
<2 |dat/gen] (prep. from) 'to cease from sth'
<3 [dat] “to betray, deceive sb'
tidan (ge-, mis- tin'r?ersoml} ‘to turn out badly to sb [dat]’) "o happen to sh’
ge-timian (miss-timian [dat]) 'to happen, befall w sb'
trwcian (ge-) 'to fail sb’
(ge-)pancian "to thank sb [dat] for sth [gen]'

& Ty verbs originally distinct seem o coalesce under the form reden (BT: T82). Thus, besides the usage
above, The verb radan takes accusative or is used as intransitive when it means 'to read’, Furthermore, even
with the meaning 'to consult upon a mater [&oc] with (wil sb’ it can take accusative. Note that the prefines
a-, be-, fiar., mis- are jusl inseparable prefines here, regardbess of the origins of combined simplexes. The P-
VOV wip-rardan 'vo act against shfsth [dat]', the origin of whose simplex is not clear, only takes dative. On
the other hand, there is one P~V CV afer-radan 0 read over’ which comes from the (inJransitive verb
rardan to read {sth [acc]¥. Thus, there's o counterexample here.
W The simplex verb sceadan to scparate, divide' is mainly used as wansitive {taking accusative) of as
intransitive’ and it has denvational words, a-, (be-), for-, ge-, af, {n_j"rra}. angd fo-sceadan.
T For-scrifan ‘1o condemn, proscribe sb [accidar]’ comes from the simplex verb serifinn 'to decres, appoint,
ondain, condemn’ which takes accusative or dative. Furthermore, the prefix for- is not a preposition bur an
inseparable prefix, which is intensitive or pejorative.
T2 Erelan takes an accusative NP when it means "o steal sth [acc] (from sh).

Wens: o, St wi fnes hlafordes gold [ace sg ] stelon (Cen. 44. 8 [BT: 215])
T} Sweltan ‘to die a natural or violent death’ is used as intransitive and for-sweltan, whose preverb for- &5 an
inseparable idensitive prefix, is alse an intransitive verhe

Manig wif forswilt for hire hearne [dat. sg. neut.].

Many a woman dies because of her child' (B 3L 1 [BT: 3197
T The only B-V CV from-swicon lakes dative, Swicar ‘1o move about, depart, escape’ is used as intransitive

and furihermaore, although it usually fakes dagive when as transitive it means ‘1o deceive sb', il seems, unlike
Mitchell (1985: §1902), thas it can also take accusative folkows:

Se swicep ba mengo [acc. sg. fem.]
“that man deceived the company’ (Jm. Skr. Rush. 7, 12 [BT: 953])
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began 'to acquire sth'
begnian (ge-, under-) "o serve, attend upon sb" ™
beowan, peowian (be- 'lo serve’, pe-, niled-) o serve shisth’
(ge-)pingian (forie)- "o plead or intercede for', op- 'to usurp’) ™
<l= 'to plead for sh [dat]’
<2= "to intercede for sb [dat] (or prep. _.f'ar] with sb (prep. wih)'
(ge-)pwarian (a-. mid- o consent’ (See BTe: 47))
<|> "to consent (o, conform to, agree to sth'
<2 'lo agree with sb [dat] (or prep. mid)’
(ge-)pyncan (mis- [dat], of- [dat], on- ‘to appear’) 'to seem, to sh' ({im)personal }
{(ge- Junan (of-unan 'to begrudge, refuse to grant sb [dat] sth [gen]')
<1="to grant sb [dat] sth [genfacc]'
<210 wish sb [dat] sth [gen]'
{ge-Jwifian "to marry sh' (absolute, or with reflexive [dat])
wrixian (be- 'to change, exchange sth [dat]' (BTs: 89), ge-)
<l> [dat] 'to change sth' <= [dat] 'to exchange sth®

OLD ExGLISH TEXTS: SHORT TITLES AND REFERENCES
[*: Quoted by line.  **: Quoted by page and line.]

AECHom i, ii. = Thorpe, B. (184446, 1971). The sermones catholici or homilies af
Alfric. 2 vols. London: The Elfnic society. **

ASPR = Krapp. G. P. and Dobbie, E. V. K, (1931-53). The Anglo-Saxon poetic records:
a collective edition. 6 vols. New York: Columbia University Press.

Beo = Klacher, F. (1922 1928, 1936, 1941 & 1950). Beowulf and the fight ar Finnsburg.
Lexington, MA: D. C. Heath & Co.*

BlHom = Mormis, R. (1874, 1876, 1880, 1967). The Blickling homilies. EETS **

Bo = Sedgefield, W. 1. (1899), King Alfred’s Qld English version of Boethius' de
consolatione philosophige. Oxford: Clarendon. **

Christ = Christ in The Exeter book,. ASPR i *

EETS = Early English Text Society,

Max | = Maxims [ in ASPR i *
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Syntax and Tone in Runyankore

Robert Poletto

1 Introduction

The interaction between phonological phenomena and other “levels” of the grammar
is well documented. In fact, it 1s taken as a given that phonological structure and
morphological structure are related. However, in the past several years, the study of
the interaction of syntax and phonology has burgeoned to include research in such
disparate languages as Italian, Chinese, Japanese, and several Bantu languages.
(Napoli & Nespor 1986, Kaisse 1985, Selkirk 1986, Odden 1920, 1997) In this dis-
cussion, we examine two different principles in the tonal phonology of Runyankore.
Both occur at the phrasal level (i.e., they are only manifest in a phrasal context) and
hoth appear in a limited range of syntactic environments, One principle is responsible
for the deletion of a high tone, the other, for the insertion of a high tone. Ultimately,
we shall see that their application is related 1o the syntactic and prosodic structure of
the utterance. Before examining the relevant data from Runvankore, let us compare
the two major theoretical approaches to the syntax-phonology interface.

2 Theories

Several studies have examined the relationship between various phonological proc-
esses in languages and the syntactic conditions under which these processes may oc-
cur. In particular these have been Mapoli & Nespor (1979) for I[talian
Raddoppiamento Sintatrico, Selkirk (1980) for French, Kaisse (1985) for various lan-
guages, Mespor & Vogel (1986) for Italian, Selkirk (1986) for Chimwini vowel
shortening; Odden (1987, 1996) for Kimatuumbi,

The various approaches to the syntax-phonology interface can be roughly di-
vided into two approaches. One approach (that favored by Selkirk, Napoli & Nespor,
and Nespor & Vogel) maps prosodic structures onto phonological structure and then
uses those as the domain for the application of phonological rules. The second, the
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“direct reference theory” (Kaisse 1985 and Odden 1990, 1997) allows phonological
rules to make “direct reference” to the syntax. We examine aspects of these two
theories below

2.1 Direct Reference Theory

According to Kaisse (1985), various phenomena associaled with the syntax-
phonology interface can be explained by allowing direct reference to syntactic infor-
mation by phonology. | will briefly review a few of the examples that Kaisse cites in
her 1985 discussion. The first of these will be the famihar case of “syntactic dou-
bling"™ from ltalian (discussed at length in Napoli & Nespor 1979 and Mespor &
Vogel 1986)

2.1.1 Italian Raddoppiamento Sintacttico

Several dialects of ltalian posses a phonological process referred to as
Raddoppiamento Sintactrico (R3) ("syntactic doubling’). RS involves the gemination
of the initial consonant of a word, b, when it stands in a particular configuration to a
preceding word, a.

(1) a. Maria & pi [c:lalda che mai AP
‘Maria is hotter than ever.’

b, Ho viste tre [¢:lani NP
‘I saw three dogs.”
<. Mario ha [f-)attu tuito. VP
‘Mano did everything’ {= Napoli and Nespor 1979: [20])

In each of the sentences above, the initial consonant of a particular word is length-
ened. Theories developed o account for this phenomenon have been introduced by
Mapoh & Nespor (1979), MNespor & Yogel (1986), and Kaisse (1985). All of these
theories relate the appearance of RS to some aspect of the syntactic structure of the
utterance, as opposed to a purely sociolinguistic or phonological account.

2.1.2 The Left-Branch Condition and c-command

Napoli & Nespor (1979) refer directly to syntactic structure in formalizing the rela-
tionship that must hold between two words in order to RS to take place. The Lefi-
Branch condition describes this relationship. In basic terms, 8 word @ must be on the

' Napoli & Nespor (1979) indicate that RS is common in many varieties of Italian.
They limit themselves 1o the Sicilian and Tuscan varieties, which they claim have the
same syntactic environment (p. 813).
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left edge of the constituent that contains & in order for RS to apply to word b, Con-
sider the phrase in (2).

(2)  [ltalian Maximal Projection

K
fﬁx-\-"""--._
f'_l.'_-.:-" -\"\-\._\_\_x‘
specifier
g o e SR
.,-o—'-""ff -"r -\H-H"'ﬂ-\.\ __\_\_‘_"‘—‘—q
complement X complement (complement) ...
a. a b
. a &
G- a ]

In this phrase, RS can only hold between the words in (2a) and (2b), where the word
labeled (a) is on the left edge of the constituent that contains the word labeled (b). If
there were no complement preceding the head of the phrase (X), then RS could occur
in (2c). Specifiers always allow BS with a following word, as illestrated in (1).

The structure of the adjective phrase in (1a) is given in (3). Here, the word pii
‘more’ is on the left branch of the constituent that contains the following word colda
‘hot” and so, RS occurs.
(3) ‘hotter than ever’
AP
5
e
SPEC A PP

| |
piz  calda che ma

Kaisze reanalyzes the Lefi-Branch Condition in terms of the syntactic rela-
tonship c-command. The goal is to capture in a simpler fashion the relationship that
exists between the two words in guestion.

(4)  c-command A c-commands B if the first branching node
dominating A also dominates B.

More specifically, she interprets this in terms of X-bar syntactic theory.

* Space constraints do not permit a full description of the Left-Branch Condition.
Readers are referred to Mapol & Nespor 1979 and Kaisse 1985,
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(3)  Domain c-command: In the Structure [, . . . @ .. ], X**is defined
as the domain of ¢ Then o c-commands any [i
in its domain.

Domain c-command gives special status to the following: heads and non-lexical
items (things dominated by something other than an X", like determiners, auxiliaries,
and complementizers).

Kaisse (1985) also examines some other familiar examples of external sandhi
from French, Kimatuumbi, Gilyak, and Ewe. In these examples, the c-command rela-
ticnship holds between words in an external sandhi configuration.

2.2 Indirect Reference Theory

In this section, we examing a theory of the interaction between syntax and phonology
that can be described as “indirect”. In this model, the end-based model of Selkirk
(1986), the information about syntactic structure is not directly available 1o
phonological rules. Rather, syntactic structures are the basis for the creation of pro-
sodic structure (see Selkirk 1986 for a discussion of the levels of prosodic structure).
It 15 within a particular prosodic domain that a phonclogical rule will apply.

2.2.1 End-Based (Selkirk)

The Bantu language Chimwi:ni exhibits a vowel length alternation, exemplified in
(6), from Kisscberth & Abasheikh (1974).

{6} Chimwizni YVowel Shortening
ku-wa:fig-a  ‘to agree, toapprove”  ku-wafig-an-a  ‘to agree with ane another”

xaztima "the end” xatima-ye “its end”

X-50:M-a ‘1o read’ x-som-esh-afi-a ‘o teach’

Jjohari ‘jewel’ johari-ye “her jewel”

ku-re:b-a o stop’ ku-gb-eb-an-a ‘1o stop for one another”

ku-tech-ez-a 1o loosen some- ku-beb-grek-a ‘1o be able 1o be loogened”
thing"

The general principle illustrated by the data in (6) shortens a long vowel in pre-
antepenultimate position (PAS, pre-antepenultimate shortening in Kisseberth &
Abasheikh). As the data in (7) illustrate, PAS also applied in the phrasal context as
well: a long vowel in pre-antepenultimate position must surface as short.

(7) Chimwi:ni Phrasal Vowel Shortening

shika:ni (pl.) seize!” shikani munt'u uyn *(pl.) seize this man!”
soma:ni (pl-) read!” somani chuwo ichi *{(pl.} read this book!”
pedekani Y(pl-) send!” petekani xan izi Y(pl.) send these letters!”

munt'u ‘person’ muntu wyu ‘this person’
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iko:pa *glass” ikopa iyi “this glass’

ma:yi “water” mayi malada “fresh water"
chizntu “thing’ chint*u shpiva “something new’
afunguia “to open’ xfunguka xalbi “to open one's heart”
xsu:la ‘1o want” xsula uki o want honey’

In her analysis of Chimwi:ni, Selkirk (1986) offers that PAS follows from an
analysis of the Chimwi:ni sentences prosodically. A siress rule (similar 1o a rule
found in Latin) applies stress only to the antepenultimate or the penult syllable. Only
stressed syllables can be long. The rule of PAS shorens a long vowel found in pre-
antepenultimate position.

(B} Stressless Shonening (55)

[ W: 1, v
—*{main) stress’ 1

Since only antepenult or penult vowels in the phrase receive stress, they are immune
from stressless shortening. Any other long vowel is therefore shortened. The key is-
sue then becomes the question of identifying the phrasal domain to which these rules
apply. There is some range of syllables to which the rule assigning siress refers. A
successful theory will predict which syllables are assigned stress and therefore made
immune to the rule of Stressless Shonening.

According to Selkirk, the relevant fact here is the role played by domain ends.
In two of the examples that she analyzes, Selkirk observes that there is no one syn-
tactic constituent that predicts the domain for stress, o

) Sclkirk (16): 'like a cat and a rat’
PP

NP

<H> /FP

|
kama: mp"aka na: mp"ana
{ X 1

x a

According to Selkirk, there is no consistent theory that describes the domain o in {9).

Selkirk’s solution to this problem is to propose that the derived domain is a
constituent of the phonological representation of prosodic constituents. The relation
between syntactic structure and prosodic structure is defined by reference to the ends
of syntactic constituents. The type of syntactic constituent, whether XMax or Word,
is a language-specific parameler.
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The prosodic constituents that are relevant for the computation of phonologi-
cal rules are created based on the syntax following the end parameters
selting.

{10y  End Parameter Settings (Selkirk (23))

T =
e =

Thus, the mapping of the Chimwi:ni phrase panzize cho:mbo mwa:mba would be as
follows.

(11} Prosodic Domains Built from XMax

VP
.:-'"'FFF;H-\-\"'\-‘.
v NP NP
|
a. pai:inzize cho:mbo mwa:mba
LTy v, T DMas
(| )] { )
FPh FFh

The end setting parameter identifies the right end of the maximal projections, as
shown in line {b). Based on these edges, the phonological phrase (PPh) domains are
created. The PPh domains are the domains of the application of the stress and
stressless shorening rules described above.

Another imporant claim of the end-based theory is that it is able to pick out
phonological domains that are not part of any single syntactic constituent. For exam-
ple, consider Selkirk's analysis of (%) given here as (12).

(12)  Selkirk (27)

PP
NP
p NP/\/LNP
a. kar!na: mp‘Fnka na: mp‘rana
B oep gt | TR M
e ) { )
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Motice that the first PPh constituent constructed on line ¢, of (12) encompasses the
preposition and the following NP, although these are not a single constituent of
syntactic structure. Thus, the end-based account is, according to Selkirk, better able to
handle these facts.

The direct and indirect reference theories both refer specifically to certain
elements 1o syntactic structure. However, the major difference between them is
whether syntactic structure information is accessible o phonological rules. The di-
rect-reference model. by allowing rule 1o “know™ things about syntactic siructure, al-
lows for a tighter relationship betwesn syntactic structure and phonology. Syntactic
relationships may also hold between elements of a phrase that are not directly adja-
cent as long as the correct relationship holds between them. We shall see below that
there is just such a case in Runyankore. On the other hand, the indirect-reference the-
ory allows for the possibility that syntactic relationships may not be as crucial as the
edges of syntactic units. Because of syntactic structure, this model predicts that such
prosodic constituents as the phonological phrase may cut across syntactic constituents
or break up strings that are related in the syntax. With respect to tone insertion, we
shall see that this is true in Runyankore.

3 General Facts in Runyankore

There are two basic tone-syntax inferactions: high tone insertion (HINS) and high tone
deletion (HDEL). Both are conditioned by factors external to the word, i.e., syntactic
or prosodic (depending upon the rule). While these two processes are very basic, they
have complicated domains of application. The following sections will describe the
occurrence of both HIng and HDEL First, in sections Tone Deletion-2, we provide a
very basic overview of HDEL and HINS. In section Exceptions to HDEL and Exten-
sions of HIxs, we will consider larger phrases and the apparent exceptions to HDEL
These sections will also allow us to demonstrate
that HIxs occurs in a wider range of environments and 1o a wider range of lexical
Calepories.

3.1 Tone Deletion

Let us begin with the more restricted of the two processes under consideration, high
tone deletion, HDEL. HDEL causes the deletion of a high tone from the head noun just
in case the following word is high toned and stands in a particular relationship with
the head. Specifically, a high toned noun followed by a high toned adjective or pos-
sessive pronoun (a plural), then the high tone of the noun stem disappears on the sur-
face (high tone sponsors, i.e., underlyingly high toned, vowels are underlined).
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As the phrases in (13)-(14) show, the high tone of the noun stem does not sur-
face when a following high-toned adjective or possessive follows: it is deleted.”

(13)  a. omw-dana ‘child”
ct.1.child*
omwaana waiiu ‘our child”
cLl.child cLl.our
OmMWARNA wadfiu “your, child’
omwaana waibo ‘their child

b. enkdko ‘chicken’
enkoko yaitu ‘our chicken®
enkoko yadfio ‘your, chicken’
enkpko yaibo "their chicken’

¢, omukam ... omukamg waitu “our chief*
embiizi embyzi yaitu ‘our goat’
embwi ... embwa yaitu “our dog’
obwdoci obwooci bwaitu “our honey”

(14) eriind ... ening ruhiango “large tooth”
ebitdosha chitgosha bihdango ‘large mushrooms’
emdatoka emotokaa mpiango ‘large automobile’
embwid ... embwaa nkiing ‘old dog’

The following phrases illustrate an important point about HDEL. Observe first
that the high tone of the head noun “child” is not deleted before a toneless adjective,
murnngi “good’. But, when there is a high-toned element in the constituent that fol-
lows the head noun, the high tone of the head does delete,

(15) OmMWwEAna muriunji ‘a good child’
OMWEAna muruunji mendonga  ‘a very good child’
omuhiinji muruunji mundonga  ‘a very good farmer”
embwaa nuunji mundonga ‘a very good dog’

The phrases in (15) show that HDEL actually must look at the following
phrase. The range of phrasal elements that can appear with an adjective or a posses-
sive preposition as the head is extremely limited. Only the word mundonga “very’ can

* I will underscore a tone-bearing unit that has lost o high tone and will boldface (4) a
tong bearing unit that has received a high tone by insertion. A vowel marked like [4]
indicates an underlying high tone still present on the surface.

* Mote the following abbreviations: cil; class | prefix {efc.); 15: first person singular
{efc.); NEG: negative, REM: remode; PST: past tense; Fv: final vowel morpheme. The
symbols + and [ represent the left edge of the verb rool and the verb stem, respec-
tively.
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follow an adjective within an AdjP. This structure is shown within the noun phrase in
(16).

(16) [ [omwaanal, [muruunji mundéongal, . |y
child very
‘a very good child’

With the examples in (15), we see the effect of the high tone within the adjective
phrase. Later, we shall see that only the immediately following constituent is relevant
for HDEL. This significant point to be garnered here 15 that the following constituens
and not just the immediately following word is relevant for HDEL.

Of particular interest in these phrases is the fact that the high tone of the noun
heading the NP is lost even if the immediately following word is toneless. The high
tone on the word ‘very” mundonga is sufficient 10 condition the deletion of the high
tone on the preceding noun,

HDEL does not apply to the adjective heading the Adjective phrase modifying
the noun. Consider the phrases in (17). HDeL does not delete a high tone on an adjec-
tive that is followed by a high toned modifier (viz. mundonga “very’).

(a7 enkaitoo nkimn mundonga ‘very old shoes”
enkokoo nkim mundonga *very old chickens'
enkokoo nté mundonga ‘very young chickens’

omuhiinji mukim mundonga  “very oldimportant farmer”
omwaana mukiru mundonga  “very oldfimportant child”
omwaana muhdingo mundonga “very big child’

To summarize the basics, HDEL targets only a head noun before either an ad-
jective or a possessive pronoun. Below, we will examine the syntactic structures
where HDEL does not take place and contrast them to the ones where it does. In doing
s0, we will gain a clearer picture of the exact formulation of the process of HDEL
First, we discuss the principle that insens a high tone onto a toneless head noun. This
will allow us, in the end, to see that the two different principles, high deletion and
high insertion, operate within different domains.

3.2 Tone Insertion

Compared to HDEL, the process that inserts a high tone is more widespread: it applies
to more lexical categories and appears to have fewer restrictions on its application.
High tone insertion (HINS) occurs when a toneless noun (stem) is followed by a
toneless word in the same phrase. As we shall see below, HINS is subject to certain
limitations that are particularly relevant for a theory of syntax-phonology interaction.
However, for now, just consider some toneless nouns followed by a modifying tone-
less adjective, given in (18).
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(18)  a. omuuntd muraunji
omuguhd miruunji
eihuri nruunji
enkaitd nuunji

b. omuguhd muraingwa
omuhord muraingwa
OMUgUZi muraingwa

‘good person”
‘good rupif'
‘good egg
‘good shoe'
‘long rope’
‘long panga’
‘tall buyer’

However, if the following adjective is high toned, HIns does not take place, as shown

in (19},

(19) omuuntu mugifu
omuguha mugifu
amahwa magifu
omurimi mukdru
omuuntu mukiru

omuguzi mukin

‘short person’

‘short rope”

‘short thorns’
‘old/important farmer’
‘oldfimportant person’
‘oldimportant buyer”

Hiwns also occurs before singular possessive pronouns, which are toneless.
These are the singular forms: ‘'my’, ‘your, ', and ‘his/her’. Some examples are given

in (20):

(200 a. omuguzi waanje
omuguha gwaanje
eihuri ryaanje

b. omuguha gwaawe
enkaitd yaawe
eihuri rvaawe

¢. enkaitd ve
eihuri rye
omurimi we

‘my buyer'
‘my rope’
‘my egg’
ol

. - ’
your,, cEE
*his'her shoe’
‘his'her egg’
*histher farmer”

As with high-toned adjectives, HINS fails if the following possessive is high toned,

shown in (21).

(21} A omuguzi yaitu
omuguha gwaitu
eihun ryaitu

b. omuguha gwadiiu
enkaito yadfiu
eihuri ryadiu

“our buyer’
‘our rope’
‘our egg"

:yuurp, mpc:
your,, shoe
‘your,, egg
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¢. omuguha gwaibo ‘their rope’
enkaito vaibo ‘their shoe”
eihuri ryaibo ‘their egg’

(22) e-béruha nuunji ‘good letter”

CLY, letter CL9.good
e-miteka nuunji ‘good automobile”
eci-kiraanjiro caanji ‘my roasting pan’

These examples illustrate the long-distance blocking of HIns by a high tone on the
noun stem. The lexical high tone of the noun need not be on the final or penultimate
syllable to block Hins. If this were the case, we might appeal 1o the Meeussen’s
mule {i.e., the OCP) to account for the blocking. But, in a form like ecifkdraanfire
‘roasting pan’ the high tone is at least two tong-bearing units away from the target of
HIns. Nevertheless, HIns still does not occur.

So far, HIns has appeared almost as a complement to HDEL. While the latter
deletes a high wne before another high tone, the former inserts a high tone onto the
head noun just in case there is not a following high-toned word. As we see below,
HDEL and HIns turn out to have somewhat different domains of application.

Unlike tone deletion, tonal insertion does occur on verbs. The verb stem must
be toneless and followed by a toneless word.

(23}  a. n-salrecb-d buremu ‘I have just seen Buremu®
15.psT[¥see-Fv Buremu
naa[teecerd buremu ‘I have just cooked for Buremu®
b. ti-n-da[reeb-& buremu ‘T have not seen Buremu®
NEG-15-PST[Ysee-Fv
tinda[teecerd buremu ‘I have not cooked for Buremu®
¢. ba[bard buremu ‘they count Buremu’
Ap{count
ba[reebd buremu ‘they see Buremu'
d. a-ka[reebd kagoma ‘sfhe saw the bataleur eagle”
35-rEM [s00
aka[barird buremu *s/he will count for Buremu”

aka[gurd magaro na makdasi ‘s/he will count pliers and scissors’

e. yaika[ramutsyd buremu ‘sfhe has just greeted Buremu'
yédka[ramutsya kakiru *sfhe has just greeted Kakuru'
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f. yédka[téécera buremu ‘s/he has just cooked for Buremu’
yvidka[téécera kakiru ‘s/he has just cooked for Kakuru'
vidka[shééndecereza buremu  ‘s/he has just escorted Buremu'
vilika[shééndecereza kakir ‘s/he has just escorted Kakuru®

In particular, the examples in (23e—f) show that the target and the trigger must both be
toneless. A high tone anywhere on the verb stem or on the trigger will block Hlxs.

In the following section, we will examine some syntactic domains where
HDEL does not occur. At the same time, we will highlight the areas where HINs takes
place that are broader than the targets already presented. The picture that emerges is
one where HDEL and HIns target very similar locations (i.e., words) but where HIng
has a relatively wider range of application than HDEL, which we shall see is restricted
to nominal phrases.

3.3 Exceptions to HDEL and Extensions of Hlns

Several different categories of following word do not fall within the domain of appli-
cation of HDEL. From what we have seen, only nouns are targeted for high-tone dele-
tion. In the following section, we consider cases where a noun is immune to HDEL
This will help define the range of the application of HDEL. At the same time, we con-
sider the range of HIns to illustrate its wider and more general range of application.
Mumber are particularly interesting because they fail to condition HDEL but de con-
dition HIns. Furthermore, HIns will apply 1o any eligible lexical category: nouns,
verbs, and prepositions.” Below follow data for several of these categories. The first
of these o be considered will be numbers.

331 Numbers and Phrasal Tone

MNumbers in Runyankore {(and in Bantu generally) have some interesting properties.
First, there is a morphological difference between the numbers 1-5 and 6-9: their pre-
fixes and tone are different.

* Unfortunately, adjectives never appear in the correct location to allow HINs to target
them.



(24) cmwe
ibiri
ishatu
ina
itaano
mukinga
mushaanzhu
mundana
mweenda
ikiimi
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e
i
“three’
“four'
“five"
‘s’
‘seven’
“eight”
‘nine’
‘ten’

The numbers from six to nine do not have a high toned prefix. Because of this fact,
they behave differently from the numbers one 1o five whose prefix is high toned

{underlyingly). Consider the following.

(25)  a. abaantu bi-biri
abaantu bi-shatu
abaantu bi-na
abaantu bi-taanc

b. enkék’ i-bin
enkok® i-shatu
enkok’ -na
enkdok” i-taano

¢. chifieebwa bi-hiri
ebincebwa bi-shatu
ebifieebwa bi-shatu
ebifieebwa bi-taano

‘two people’
‘three people’
‘four people’
“five people”

‘two chickens'
‘three chickens'
“four chickens”
“five chickens'

‘one peanut’
‘three peanuts’
“four peanuts’
‘five peanuts’

The exception to HDEL appears when a high toned noun is followed by a high
toned number. As shown in (26), where the high tone of the head noun persists de-
spite the following high-toned word (the number).

(26) abakima mukiaga
abakdima mundana
embwiid mukaaga
enkdko mukiaga

‘six chiefs’
‘eight chiefs’
‘six dogs”

‘six chickens'

Compare also the following minimal pairs in which we might expect the con-
trast to be neutralized by HDEL. In fact, the tonal contrast remains. The lexical high
tone of the noun stem is retained in the examples in (27).
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(27)  a. enda mukdaga ‘six stomachs’
endi mukdaga ‘six lice'
b. enzhu mukdaga ‘51x houses’
enzhil mukiaga ‘six gray hairs’

On the other hand, HIns does take place before toneless numbers. Because of
this there is neutralization if the number is oneless, as in (28) and (29),

(28)  a. endi mushaanzhu *seven lice'
endi mushaanzhu ‘seven stomachs
b. endi mweenda ‘nine lice”
enda mweenda ‘nine stomachs'
(29)  a. enzhj mushaanzhu ‘seven gray hairs’
enzhil mushaanzhu ‘seven houses’
b. enzhi mweenda ‘nine gray hairs'
enzhi mweenda ‘nine houses”

The underlined vowels in endy "lice’ and enzhg ‘gray hair’, indicate that noun stem is
underlyingly high woned, as distinct from enda ‘stomach’ and enzhu *house’, which
are underlyingly toncless. Because the numbers mushaanzhu *seven’ and mweenda
‘nine’ are toneless as well, a high tone appears on the head noun.

To summarize, a following number can create an environment for the applica-
tion of HIxs. However, a following number does not create an environment for HDEL.
As we have seen, some numbers (mukaaga ‘seven’ and mweenda ‘nine’) lack high
tones. This is evidence that the domain for HINs seems to be larger than the domain
for HDEL. There are high-toned words, which we will examine later, that fail to con-
dition HDEL. We assume that thess words pattern with numbers. Unfortunately, none
of the categories of words that fail to condition HDEL have any toneless members,
apart from numbers.

In (30} we see the numbers twenty through one hundred. Before considering
these words, recall that the numbers one through five have high-toned prefixes, which
are just vowels in some cases. Because of this, the final vowel of makimi “ten(s)’ un-
dergoes glide formation. Forms for sixty, seventy, eighty, and ninety, which have
been borrowed from Lugands, appear to be the more usual form now and will also
appear below.

(300 Runyankore 20-100
| Runyankore | Luganda Borrawings
10 iktimi
20 | makymy Adbin
30 | makumy &dshatu
40 | makymy &dna
50 | makumy Sitaano
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| Runyankore | Luganda Borrowings
60 | makymi mukisga nkiaga =
70 | makimi mushaanju fishaanzhu
80 makymi mundana cindana
a0 makimi mweenda ceenda
100 | eigana cikumi

Recall that “ten” ikimi is high toned. However, this part of the number is subject to
HDeL when followed by a number with a high tone, as are the numbers with initial
vowel and ‘“six” mukdaga and ‘eight” mundana. Normally numbers do not condition
HIDEL on 2 preceding noun. One important point to keep in mind is that ikdémi “ten’ is
a number ard a noun. It is class five in the singular, ik, and class six in the plural,
makimi." As a noun, the word ‘ten” appears in the plural when followed by a number
(meakemy dabiri dens twoe ‘twenty'), I1 alse forces agreement with the following
word {in Runyankore numbers only agree between two and five, inclusive). The a- is
the class six prefix for numbers. So that the number “two' agrees in class with the
noun/number ‘ten’ fkimi.

However, a number followed by a number can be a domain for HDEL Se-
quences like makumi mukdaga ‘sixty’ differ from phrases like enkdko mukdaga “sin
chickens'. In that the former is subject to HDEL while the latter is not.

(31)  ‘sixty’ *six chickens’
NP
NumP N’P'/\
e |
N1.|1m Nlilm T Nuth
makumi mukisga enkidko mukiaga

A high tone anywhere in the number phrase blocks HINS on a noun that pre-
cedes the number. This is illustrated in (32). Although ‘shoe(s)" enkaire is toneless, it
is not targeted by Hins.

{32) enkaito makumi mukiaga “sixty shoes'
enkaito makimi mushaanzhu ~ “seventy shoes’
enkaito makumi mundana ‘eighty shoes’
enkaito makimi mweenda ‘ninety shoes

Below, under (33) are the numbers 100 through 900. Note that the combining form
for *hundred’ magana is toneless. When the following word is also toneless (the

* Numbers, like ikimi/makdmi ‘ten/s” do not take the initial vowel prefix. Predicting
where this prefix appears tums out to be fairly difficult. See Hyman & Katamba 1990
for a discussion of the prefix vowel in Luganda.
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numbers "seven’ mushaanzhy and ‘nine’ mundana) the word ‘hundred” is targeted for
Hins, as in seven hundred and nine hundred.

(33) Runyankore Numbers 100-900

l_.cmg Form Short Form
100 | cikimi
200 | magan® &dbiri bibiri
300 | magan® ddsham bishatu
400 magan” dana biina
500 | magan® détaano bitaano

600 | magana mukiaga rukdagn
700 | magand mushaanzhu | mshaanzhu
800 | magana mundiana rundana
MW} | magand mweenda rweenda

Unlike the hundreds numbers, the numbers in the thousands are the target for HDEL,
shown in (34). This is because the word ‘thousand’ orukimi is high toned. When the
following word, the unit, is high toned, then the word ‘thousand” loses its high tone.
Recall that the number one through five have high-toned initial vowels. So, the only
place where ‘thousand’ does not lose its high tone is when it stands by itself, or is
followed by the numbers seven or nine.

{34 orukim ‘thousand”
enkum’ {ibiri ‘two thousand'
enkum” fishatu ‘three thousand’
enkum’ fina *four thousand'
enkum’ fitano ‘five thousand®
enkumi mukiaga ‘six thousand'
enkimi mushaanzhu ‘seven thousand'
enkumi mundana ‘eight thousand’
enkimi mweenda ‘nine thousand®

However, if the word ‘and’ na is part of the number, then the preceding number is in-
sulated from HDEL'

(35) & nkédga n’éémwe ‘gixty-one’
nkéaga n'ifbiri ‘Eixty-two'
nkidga na mukfaga ‘sixty-six’
nkédga nid mushaanzhu ‘sixty-seven”

"We will discuss the appearance of the high tone on na ‘and’ in greater detail below,
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b, rukidga na mukiaga ‘six hundred and six’
rukadga ni mushaanzhu ‘six hundred and seven’
rukésga na ikami *six hundred and ten’
rukddga na mukumy ddbin ‘six hundred and twenty’

There is a difference between a series of number word in a number phrase and
the type of phrasal number given in (35). When the word na ‘and’ appears in the
number, we there is a significant break that prevents the application of HDEL.

3.3.2 Quantifiers and HDEL

HDEL does not occur when the word following the head noun of the phrase is the uni-
versal quantifier “‘all”. The examples in (36) illustrate this with phrases comprising a
noun and a following universal quantifier.

(36) abakima bdona ‘all chiefs’
aboozhd bdona ‘all boys'
amaarwi gdona ‘all beer"
embwi zoona ‘all dogs'
enzhi zdona ‘all gray hair*
embuzi zdona “all goats”

We also find the failure of HDEL before another type of quantifier: -inji
‘many”, shown in (37).%

(3T amakima bainji ‘many chiefs”
enkdko fiinji ‘many chickens’
endi fiinji ‘many lice’
abahiingi bainji ‘many farmers’

Two other quantifiers that do not conditioning HDEL on following words are
given in (38).

(38) a. -Onka “only”
omuhiiji wéenka ‘only a farmer"
ecikipo coonka ‘only a cup®
embwii yoonka ‘only a dog'
obiiro bwoonka ‘only millet’

*The final high tone of -inji retracts in phrase-final position.
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b. -Gmbi ‘both”
ahiinji béombi ‘hoth farmers’
cmisyd yoombi ‘both knives’
embéd zdombi ‘both dogs”
ebikdpo bydombi ‘both cups’

Interestingly, the question of HIns does not really come up with these quanti-
fiers because they are all high toned and thus block the appearance of an inserted high
tone on a toneless noun phrase head. But, remember that some numbers are toneless
and do condition HIns,

3.3.3 Determiners and Demonstratives

Like the quantifiers, a number of other high toned words also fail to condition HDEL,
These words are also members of the class of words containing quantifiers, demon-
stratives, and determiners. The first example includes various types of demonstrative
words, as shown in (39),

(39)  a. abakima bdhi ‘which chiefs'
aboozhd bihi “which boys®
embwai ziha *which dogs”
enzhi ziha “which gray hairs’

b. omukim’ doha “which chief”
enzhi ziha ‘which gray hairs’

c. omukim’ dogu ‘this chief”
omukim’ dogwe ‘that chief”
omukim’ ooriya ‘that chief’
omukim’ cogwo “that chief (visible, close)’

d. abakim’ daba ‘these chiefs’
abakim' dabwe ‘those chiefs’
abakim' dabo ‘these chiefs’
abakim' dbariya ‘those chiefs’

e. enkik” deji 'this chicken’
kaankomaingw' éeji ‘this woodpecker'

Like these words, we find that postposed phrasal modifiers of nouns {definite
adjectives, relatives, possessives, efc.) also do not condition HDEL.

3.3.4 Definite Adjectives and Phrasal Modifiers

There is a distinction between an indefinite adjective and a definite adjective in many
Banm language. In Runyankore, the pre-prefix vowel is absent in indefinite adjec-
tives. However, if the adjective is definite in meaning, an initial vowel is present. The
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definite form of adjectives (“the good dog™ versus “a'some good dog™) is structurally
similar to relatives and can be considered sentential in nature. One possible transla-
tion or paraphrase for these forms 12 “a dog that 15 good”, showing their relationship
with relative clauses.

First, let us consider some definite forms of the adjective. The following
forms all include head nowns that are high toned in the input. Obsarve that they retain
their high tone,

(40} ecikdp’ &é-ci-bi ‘the bad cup”
emdtok” é&-m-bi ‘the bad car’
erifn’ éé-ri-hiango ‘the large cup’
ebitddsh’ &é-bi-hdango ‘the large mushrooms’
omwiidn' Gd-mu-hiango ‘the large child'
ebdruh’ éé-n-uunji ‘the good letter’

The defimte form of the adjectives differs from the indefinite in its possession of an
initizl or augment vowel, However, one thing to note from the data in (40) is that this
vowel is high toned and that it absorbs the preceding vowel (which, unless high, dis-
appears completely leaving only its mora). Because of this output configuration, it is
impossible to tell definitively whether HIns had taken place—the target vowel for
Hins will be high already.

Another phrasal complement (o a head noun 15 the relative clause.

{41) omuhiing" &-bazire ‘the furmer who counted’
omuhiinj' d-bénire “the farmer who found
omukam’ i-baziire ‘the chief who sewed”
omukam’i-kiraanjire ‘the chief who dry roasted”

These phrases are tonally similar o those in (40). Again, HDEL does not apply.

3.3.5 PrepositionalPossessive Phrases

HDEL also fails to occur when there is a following prepositional phrase within the
phrase in guestion. This fact tumns out to be highly relevant later in this analysis as we
shall see that an NP comprising two conjoined NPz behaves differently.

Some examples of prepositional phrases within the noun phrase illustrate the
persistence of the high tone on the head noun.

(42)  a. enkdko y"dmuhiinji ‘chicken of the farmer”
embwii y' dmwiana ‘dog of the child”
embizi v dmuhiingi ‘goat of the farmer”

ecitaanddi ¢’ dmwiana ‘bed of the child"
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b. embaizi y'omurimi ‘goat of the farmer’
mareers Yy Gmirimi ‘hawk of the farmer’
embibo zi kaarweenda ‘seeds of a karwenda”
ecikdpo cdi kaarweza ‘cup of karweza (& thin savuce)”

The head of the whole NP in (42) is high toned. Observe that in all the cases this high
tone is retained. The difference between (42a) and (42b) is the presence of a high tone
on the stem of the lower noun. In (42a), the lower noun is high toned while in (42b) it
is toneless. However, this apparently makes no difference in the application of HDEL
in this construction. The tonelessness of the noun stems in (42b) is made somewhat
irrelevant by the appearance of a high tone on the initial vowel of the noun or on the
vowel of the associative preposition.

3.3.6 Multiple Words in the Phrase and HDeL

When a string of adjective, quantfier, andfor possessive words follows the head noun,
only the word immediately following the noun is relevant for the application of
HDEL. There is a change in emphasis when a quantifier appears first; however, the
basic meaning of the phrase remains the same. In (43), the high tone of the noun stem
only deletes when the high-toned adjective is the immediately following word.

(43)  a. abakima bdfnji baruunji ‘many good chiefs’
abakdma baruunji bainji ‘many good chiefs’
b, abakdma bdfnji bakiru *many old chiefs”
abakama bakiru bainji ‘many old chiefs
(44)  a. abahiinji bidna barwunji ‘all good farmers'
abahiinji baruunji bdéona “all good farmers'
b. abahiinji bédna bakir ‘all old farmers’
abahjinji bakimn béona *all old farmers’

In (43) and (44), the (a) phrases contain a toneless adjective and a high-toned quanti-
fier while the (b) phrases contain a high-toned adjective and a high-toned guantifier.
Mote that the high tone of the noun only deletes when a high toned adjective immedi-
ately follows the noun.

The same relationship holds in the following two sets of data but with a de-
monstrative instead of a quantifier. Again, note that the high tone of the noun only
deletes when the following word is a high-toned adjective.

(45)  a omukdm’ Gogu murneunji “this good chief’
omukama munun)’ Gogu ‘this good chief”
b. omukim’ ddgu mukiru ‘this old chief’

omukama mukir’ Gogu “this old chief’
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(46)  a. enkdk® &&ji nuunji ‘this good chicken®
enkdko nuunj’ éeji ‘this good chicken®
b enkdk’ édji nkiru “thiz old chicken
enkokoo nkir” égji ‘this old chicken’

The same patterns hold true when the demonstrative or guantifier is replaced with a
number, as shown in (47)

(47  a. enkdko mukddgaa nkin ‘six old chickens”
enkokoo nkiru mukiaga

b, enkdke mushaanzhuu nkirg ‘seven ald chickens'
enkokoo nkiru mushaanzhu

<. amakima mukdiga baruunji ‘six good chiefs’
abakima baruunji mukdaga

d. abakima mushsanzhu baruunji  ‘seven good chiefs”
abakima baruunji mushaanzhu

The high tone on the noun only deletes when the triggering word immediately
follows the target, If two adjectives follow the noun, only the first one is relevant for
the application of HDEL. Compare the two word order vanants given in (48],

(48)  a. sbaana batd baruunji ‘young good children’
abddna bamsuniji béto “goad voung children'
b, embwaa nkiru nuunj ‘old good dog”
embwii nuunjin nkiru ‘good old dog”

The high tone of the head noun only deletes when the high-toned adjective, bard
“young' or mkire “old’, immediately follows the head noun.

In comparison to HIns, the principles of HDEL are more resticted. HDEL only
considers the immediately following phrase, even if it is only a single word. Further-
more, we shall see that HINg can be blocked by a high tone that is not in the immed-
ately following word.

337 Verbs and HDEL

Verbs are not subject to the application of HDEL. This sets Runyankore apart from
some of the other familiar Interlacustring languages that do have the deletion of high
tones on verbs: Zinza (Odden 1997), Runyembo (Hubbard 1992), Kinyambo
(Bickmore 1989), for example. The verb forms in (49) illustrate several verb tenses
with high tones appearing on the verb despite a following high-toned object.
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(49)  Failure of HDEL to target verbs

a. Infinitive
okuftéécera kakinu “to cook for Kakumn'
oku[shééndecereza kakin ‘1o escort Kakuru®

b. Remote Past Tense
akakwiita kaankomadngwa ‘s/he caught the woodpecker’
akahééndecereza kaankomadngwa ‘s'he destroved the woodpecker'

¢. Yesterday Past Tense

aréébire kaankomdangwa ‘she saw the woodpecker’
akwaasiré kaankoméangwa ‘s’he caught the woodpecker'
d. Yesterday Past Tense Negative
taréébire kankomdangwa ‘sfhe didn’t see the woodpecker’
takwaasiré kaankoméangwa *ste didn’t catch the woodpecker
€. Habital
arééba kaankomdangwa ‘sihe sees the woodpecker”
akwaatd kaankomdangwa “afhe catches the woodpecker
f. Perstative
naacibaziirira kito ‘sfhe is still sewing for Kawn'
naacikaraanjird kito ‘sfhe is still dry roasting for Kato®

As described above, HDEL applies only to nouns. As these various verbs have
illustrated, HDEL does not apply to them.

From the data presented above, we may generalize that HDEL applies to the
head of a noun phrase when a high-toned complement immediately follows the noun.
Furthermore, that complement can only be either an indefinite adjective (i.e., one
lacking an initial vowel) or a possessive pronoun.

31.3.8 Concluding Remarks on HDEL

As the preceding sections have detailed, HDEL has a rather limited range of applica-
tion. In summary, it only applies when the following word is high toned, and when
that word 15 of a particular lexical/grammatical category. These include adjectives and
possessives. Numbers, quantifiers, demonstratives, and phrases all fall ouside of the
domain of HDEL.

In the next section, we will examine the limitations on HINS so that we may
compare these two principles later.



RoBERT POLETTD

3.4 Application of HIns

Only the immediately following constituent is erugial for the application of HINS (we
shall see below that it is not just a following word that is relevant). If the word fal-
lowing & toneless head noun is toneless, then & high tone appears on the last vowel of
the head noun. For example, congider the phrases in (50), where a toneless noun is
followed by a toneless modifier and a high-toned word {quantifiers, numbers, or
determiner).

(50)  a. omuguhd munmunj’ dogu ‘this good rope’
enkaitd nuunj’ éeji ‘this good shoe’
b. enkaith nuunp mukdags ‘six good shoes'
emiguhd yaanje mukiaga ‘my six ropes’
c. enkaith zaanjee nkiirn ‘my old shoes’
enzhi yvaanjee nkin ‘my old house™
d. emiguhd yaanje yédna ‘all my ropes’
enkaitd zaanje zodna ‘all my shoes”

e, emiguhd yaanje mikdru yoona  “all my old ropes’
emiguhd vaanje miruuny yoona  “all my good ropes’

f. emiguhd miruungi ydonka ‘only good ropes’
dbaantd baruunji baombi ‘both good people’

In these examples, the toneless nouns have a high tone on their final syllable because
the following word is toneless. If any high tone in the entire noun phrase were suffi-
cient to block HIng, we would not expect to find the inserted high tone,

The phrases in (3] would have the following strecture, given in (51).

(31} omuguhd muruenj’ dogu ‘this good rope’

|
N Adj  Det

omuguhd muruunj” dogu

* Unlike in the nearby language Kikerewe, the word for house in Runyankore, enzhu,
is toneless underlyingly. Compare it to énzhu “gray hairs', which is underlvingly high
toned.

117
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When there are multiple words in the noun phrase, the determination of the
tone of the head noun is based upon the phrase that follows. What is interesting is that
the order of the words that follow (adjectives, quantifiers, determiners, and posses-
sives) is not entirely fixed, though there do seem to be some restrictions. However,
there does seem to be a preference for the order that places the adjective first (i.e.,
immediately after the head noun). Semantically, the posi-head position seems to be
the more prominent—the emphasis is more likely to be placed there.

(52) a enkaito mukifgaa nkin ‘six old shoes’
enkaitoo nkiru mukiaaga

b, enkaitd mushaanzhuu nkiru ‘seven old shoes'
enkaitoo nkiru mushaanzhu

c. enkaith nuunji mukiaga ‘six good shoes’
enkaito mukddga nuunj

d. enkaité musaanzhu nuunji ‘seven good shoes’
enkaitd nuunji mushaanzhu

Again, HIns only takes place when the following word is adjectival and toneless.
HDeEL also only takes place when the head is high toned and the immediately follow-
ing word is a high-toned adjective.

Interestingly, we might expect any following high-toned adjective or posses-
sive to condition HDEL. However, when these words are not immediately after the
head noun, no HDEL occurs. In (53), the high tone of the head noun, the first word in
the phrase, is not deleted, despite a high tone that appears later.

(53) a. enzhi zaanje nuunji ‘my good gray hairs’
enzhi zaanjee nkdru ‘my old gray hairs”
b. omwiinz waanje mununji ‘my good child’
omwiidna waanje mukiru ‘my old/important child’
(54) & enkaitd zaanje nuunji ‘my good shoes”
enkaité zaanjee nkiru ‘my old shoes’
b. enzhil yaanje nuunji ‘my good house’
enzhil yaanjee nkiru ‘my old house”
¢. enkaito zéit nuunji ‘my good shoes’
enkaito zdituu nkim ‘my old shoes”

The data in (54) suggest that only the following word is relevant, HINg still takes
place when a toneless possessive follows a toneless noun, despite the high-toned ad-
jective later in the phrase: enkaird zagnjee niairu “my old shoes’. However, we should
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consider whether the conditioning factor is a single word, or a phrase. We can rest
this by adding the word mundonga *very” after the adjective. If HIns still oceurs, then
the high on mundonga would appear not to be relevant. However, if HINS is blocked,
then it is not just the following word that is relevant, but the entire phrase. The noun
phrases in (55) begin with a toneless noun, followed by an adjective phrase contain-
ing a toneless adjective and the word mundonga 'very”. There is no HIns in {35).

(33} enkaiio nuunji mundonga ‘very good shoes'
omuguha muruunji mundonga  ‘very good rope’
omuhor muruung mundonga  “very good panga’
21pdpa Iruunji munaonga ‘very pood wing”

(56) ‘very pood shoes'

MNP
AdjP

r~|: Aldj Aql:I'.'

enkdito nuung mundonga

From the data in (55}, we can conclude that HDEL is blocked when there is a high
tone in the following phrase, even if it is not adjacent to the target. The high tone on
mundonga “very' is within the AdjP that follows the noun, as illustrated in (55). Re-
call from the data just examined in (54) that a high tone later in the phrase does not
block HIns.

We also see the same limitation placed on HDEL. In all cases in (37) with the
configuration high-low—high, the high on the head noun persists despite the later high
tone on an adjective. This high tone would otherwise condition HDEL.

(37) & embwid nuunji 2donka ‘only good dogs”

ebikdpo biruungy bydombi ‘hath good cups”

b. embwid zodmbi nuunj ‘both good dogs'
embwid zadmbii nkinu “both old dogs'

34.1 Extensions to the principle of HIns

As promised above, the following sections detail the fact that HINS looks not just at
the following word in the higher phrase, but at the phrase following the target HIns.
First, we examine the types of phrases that may follow a noun head and the tonal
facts that are relevant to them.

In order to explain fully the limitations of HInS, we have to have a good un-
derstanding of the syntax. I assume for the purposes of argument an X-Bar syntactic
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structure approach (Jackendoff 1977, Cook & Newson 1996, and Horrocks 1987, see
also Carstens 1993),

4 Phrasal Heads and HINS

In this section, we examine more examples of HIns, In particular, we note the appli-
cation of HINS to other types of phrasal heads, not just nouns. This section also briefly
intreduces the phrase structure of Runyankore. While HDEL looks only to an immedi-
ately following word for its trigger, HINS scans for high tones within the entire fol-
lowing phrasal unit. Any high tone in a lower phrase is sufficient to block HIns,

First, we examine two types of prepositional phrase, the possessive and non-
concord-governed prepositions like na ‘with”. Second, we examine a toneless quanti-
fier, buri "every’ which it acts as a phrasal head (and Quantifier Phrase, QF) that sub-
categorizes for a noun phrase.

4.1 Possessive Phrases

Possessive phrases are prepositional phrases that must agree in noun class with the
head noun of the higher phrase. The structure of a possessive phrase in Runyankore is
given in (58).

(58) Possessive Structure

NP
.-"'-'-'-'-.-'-‘-‘-‘-‘-"‘-.

¥ Bp
| /\m:

|
N PN
| |

Ewaa
rope of Kakuru ‘Kakuru's rope”

The preposition (P) comprises two morphemes: the first agrees with the preceding
noun (the possessed) as indicated by the dotted line. The second is the vowel -a. The
vowel -a is frequently lost before another vowel via elision. Tonally, we will find that
a lgh tone appears on the preposition when the following NP is toneless. Structur-
ally, the prepositional phrase (PFP) is a sister to the N’ node under NP.

Let us consider a number of tone patterns in the input, varying the tonal char-
acter of the possessed and the possessor, giving four variations. The phrases in (59)-
(62) exemplify these four possibilities.
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(3% LefL
omuguha gwid buremu ‘rope of Buremu®
ecijere cdd buremu “foot of Buremu”®
enda ya kapa ‘stomach of the cat’
enkoni yi karweenda ‘cane of cypress (wood)'
eihuri ¥4 buremu ‘Buremu's egg”
ehijere bydd buremu ‘Buremu's feet’

When the possessed and possessor nouns are both toneless, a high tone appears on the
associative preposition, It is necessary (o use words that are consonant-initial to see
the high tone on the preposition.

(607 HafL
ecikdpo cdd buremu ‘cup of Buremu’
omukéno gwid buremu ‘arm of Buremu'
entééka yi buremu ‘cooking {style) of Buremu'
eriing rydd buremu ‘Buremu’s tath’
coicére ciid buremu ‘Buremu's frog'
amaarwid gd buremu ‘Buremu’s beer’

The phrases in (60) show that the tone of the possessed noun does not affect the ap-
pearance of a high tone on the preposition when the possessor (the lower NP) is
tonciess. Contrast the tone of the preposition when the possessor noun is toneless,
(39)-(607, with cases where the possessor noun in high toned, (61)—(62), which
follow,

[al}) L ofH
omuguha gwaa kakiirg ‘rope of Kakum®
omuguha gwa kakim ‘rope of Kakum®
ecijere caa kakiiru ‘foot of Kakury’
eipapa ryaa maréere ‘wing of a bataleur eagle’
eihuri ya kakiru ‘Kakuru's egp’
ebijere byaa kakimn ‘Kakuru's feel’

{62) HafH
omukdéno gwaa kakiirg ‘arm of Kakuru'
eciképo caa kakiru ‘cup of Kakury'
erlino ryaa kakdru ‘Kakuru’s tooth®
ecicére caa kakdrn ‘Kakuru's frog'
amuanrwid ga kakir ‘Kakuru's beer®

The phrases in {(61) and (62) show the failure of HINS on the preposition when the
following word is high-toned. The tone of the possessor is irrelevant—the tonal qual-
ity of the preposition does not change when the possessed noun changes.

However, if there is a high tone anywhere lower in the phrase, then no high
appears on the possessive preposition. A high tone in the phrase following the prepo-
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sition will block HINS on the preposition. One such structure involves a possessive
pronoun following the possessor noun. Syntactically, this would appear as in (63).

(63) “wing of my eagle”
NP
.:-""'-H-'-‘-\-‘-\'"\-n.
N’ FP

P
i,
N P N PossP

i I
eipapa rya kagomd yaanje

This observation is further confirmed by the phrases in (64).

{64)  a. cipaparya kagoma yaanjc ‘wing of my eagle’
eipapa rya kagoma nuunji ‘wing of a good eagle
amapapa ga kagomé mushaaanzhu
'wings of seven eagles’

b. eipapa rya kagoma nkiiru ‘wing of an old eagle’
eipapa rya kagoma yaitu ‘wing of our cagle’
amapapa ga kagoma mukdaga  “wing of six eagles’

In all of these phrases, there is a high tone somewhere after the preposition. In (64a),
a high appears because of HIns. In  (64b), the high tone that blocks HINs appears
lexically on a word the follows the possessor noun: mkdrw, ‘old’, vaile ‘our’, or
mukdaga ‘six’. The phrases in (65) illustrate what happens if a high tone appears
somewhere in the embedded NP. When the NP within the PossP is toneless, a high
tone appears on the preposition: eipapa ryd kagema ‘wing of a bataleur eagle’,
However, if there is a high tone within the embedded NP, HINs cannot target the
preposition. Also, this inserted high tone, or any other high tone within the PossP will
block HIxs onto the head noun, as shown in (65).

(65)  a. cipapa rvd kagoma ‘wing of a bataleur eagle’
eipapa rya kagomd nuunji ‘wing of a good b. eagle’
cipapa rya kagomas mpaango  “wing of a big b. eagle’
eipapa ryva kagomaa nkiru ‘wing of an old b. eagle’
eipapa rya kagomd yaanje ‘wings of my b. eagle’
eipapa rva kagoma yaftu ‘wings of our b. eagle’

b. amapapa ga kagoma mukfaga  “wings of six b. eagles’
amapapa ga kagomd mushaanzhu*wings of seven b. eagles’

c. sipapa rya mareére ‘wing of a hawk”
eipapa rya mareeree mpdango  “wing of a big hawk’
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d. ecaashuri céd kagoma ‘nest of a b, cagle’
ecaashuri caa kagomd nuunji ‘nest of a good b, eagle’
ecanshuri cas kagomaa mpdango ‘nest of a big b, eagle’

The examples in {65) illustrate the faiure of HINS before a possessive phrase. A high
tome anywhere in the PossP will be sufficient to prevent HINS on the head noun of the
entire NP, in this case eipapa ‘wing' or amapapa “wings',

Before king up a fuller analysis of both HDEL and HINg we need to examine
in more detail the tonal properties of a noun and noun phrase within another phrase,
As we will see in the next section, principles related to phrasal tonc have a broader
application than between two adjacent words, In the next section, we examine the to-
nal properties of the initial vowel and morphemes that appear (o occupy a similar
SVRIACHC position.

Hing will also target the NP that precedes the PP if there is a toneless adjec-
tive in it. In the phrases in (65}, HINS targets the highest noun if there is a toneless
adjective or possessive pronoun after it. The presence of a high tone in the PossP does
not block HIns in this case.

(66} ei-papa ri-rounji rydd kagoma
CL3.wing CL3.good cL5.of eagle
‘good wing of the eagle”

enkaitd nuunji ¥ dmuuntu mukin
‘gond shoe of the old person’

amapapd gaanje ga maréers
‘my wings af a hawk'

efiamd yaanje ¥'Empuno
‘my meat of the pig’

The introduction of the adjective or possessive seems to allow for the possibility of
Hins targeting both the head noun and the preposition (as in the first example).

4.2 Quantifier Heads

In most noun phrases, the first element is the noun itself, as we have seen above.
However, several kinds of words can precede the head noun of an NP. They oCCupy
the position normally taken by the initial vowel. These words seems to include, but
not limited to: burd ‘eachfevery”; ibdra ‘any'; -ndf ‘other’; -ndiizhe ‘other’ (different)
and some demonstratives." The word ibdra ‘each (type of)' is related to the word

" Interestingly, the word kana 'owner of” does nat seem to be within my informant’s
command. In fact, it does not appear in Taylor's dictionary of Runyankore-Rukiga
either, It is found in the nearby, related language Kikerewe,
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eibdra ‘type, kind' as in a particular vaniety of something: eibdra ry-dente ‘type of
cow”, eibdra ry-ddmurimi ‘type of farmer’. When the noun is preceded by one of
these words, it loses its initial vowel, Some various example of this are given in (67).

{6T) buri mu-rimi ‘every farmer’
every CL1.farmer
ibéra murimi ‘each farmer”
owiindi murimi ‘another farmer”
ondiizho murimi ‘another (new) farmer”

Of particular interest in this discussion of tone is the word buri “every’. All
other pre-nominal modifiers have a lexical high tone. When the following noun is
toneless, the word buri appears with a high tone. However, if the following word is
high toned, then buri appears as toneless. Both types of noun appear in (68),

(68) a. Toneless Nouns

buri murimi ‘every farmer”

buri muguha ‘every rope’

burii nkaito ‘every shoe’

buri ipapa™ ‘every wing’

b.

bueri mwiana “every child’

buri miisyo ‘every knife’

buri ibdare ‘every stong'

buri kabaragira ‘every banana (sp.)’

There is a high tone on buri “every’ only if the following word is toneless. This also
holds true of the following phrase. In other words, just as we saw with noun heads of
phrases, we also find the HIns is blocked when the phrase following the word buri
‘every’, contains a high tone.

(6T buri mwaana mukidru ‘every oldimportant child®
bun muhjingi mukiru ‘every oldimportant farmer”
buri murumi mukir ‘every oldfimportant farmer”
buri muguha mukin ‘every old rope”
buni nkaitoo nkiru ‘every old shoe’

buri murimi muruunji munéonga ‘every very good farmer’

As the phrases in (69) illustrate, there is no HINS on buri when there is a high tone
gither on some following adjective, as in (69). In particular, the high tone that appears
on the noun in (9¢) is a product of phrasal high tone insertion.

' The high inserted on the i of the word buri appears on both morae of the long vowel
ii because falling tones may appear only in phrase-penultimate position.
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In the cage of ibdra, given in (T0) that the high tone is present whether or not
there is a high tene on the noun stem.

(70} 4. Toneless Mouns

ibsira mowrimi ‘each farmer’
ibira muguha ‘each {type of} rope’
ibéira muti ‘each tree’

b. High Nouns
ibarag mbwa" “each (type of) dog’
ibfiraa nkdko ‘each (type of) chicken'

Unlike the word buri, ibdra is underlying specified for a high tone. Because of this,
only buri shows a tonal alternation because this word is not a target for HDEL but
only for HINS. As mentioned previously, HDEL has a more limited domain of applica-
tion when compared to HIns,

Some further examples may help to clarify the issue of the immunity of the
pre-heed words from HDEL. For example, what happens if the following noun is sub-
Ject to HDEL (because of a following high-toned adjective)? The phrases in {71 il-
lustrate this pattern.

(71} a. owdiind: murimi muruunji ‘another good farmer’

owidind: murimi mukin ‘another important farmer”

b. owidndi mwaina muraunji ‘another good child'
owilindi mwaana mukidru ‘another important child®

€. oglindi muhord muruunji “another pood panga”
ogiindi muhoro mukin ‘another old panga'

d. ogdindi muhord gwaanje ‘another panga of mine”
opiind: muhore gwailu ‘anather panga of ours”

As with ibara, the tonal quality of the word ogiundl “another’ is not dependent upon
the tonality of the following words,

Other types of words also serve as targets for HInS, as we shall see in the fol-
lowing section.

* The high tone of [embwi] 'dog’ retracts in phrase final position. Additionally, the
coda nasal lengthens the preceding vowel, A narrower transcription of this phrase
would be [ibdraimbwal.
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4.3 Prepositions and Conjunctions

The word na “and/with” functions both as a preposition and as a conjunction. It can be
a site of HIxs, as long as the following phrase is toneless.

(72}  a. ni buremu ‘with Buremu®
nA magaro *with pliers’
b. makddsi nd magaro *scissors and pliers’
kakiru nd buremu ‘Kakuru and Buremu'
cf. €. na kakdne ‘with Kakury’
na kdawa “with coffes’
magare na mkidisi ‘pliers and scissors’

The phrases in (72a) na functions as the preposition ‘with’. As long as the
following complement to the preposition is toneless, a high tone appears on na. In
(72b), na functions as a conjunction, joining the two NFs. Again, it is a site for HIng
if the NP that follows it is wneless. In (73), we see some examples of the blocking of
HIns by a high tone somewhere in the following phrase. In the first example, the
high-toned adjective nkiru ‘old’ blocks HIxs. In the second example, the high tone
inserted onto the noun magaro ‘pliers” is responsible for blocking.

(73} makidsi na magaroo nkiiru ‘seissors and old pliers’
makidsi na magard mushaanzhu ‘scissors and seven pliers’

(74) makddsi na magaroo nkire  “scissors and old pliers’
MNP

NP NP

|
N

J'Cﬂnj@
@ll

na magaroo nkion

However, prepositions and conjunctions do not have entirely the same be-
havior with respect to HIns. Significant to later analysis, we find that they have dif-
ferent blocking effects when they are located within an NP that is scanned for Hins
blocking of a higher word—when they are within an NP complement w a verb. Con-
sider the two sets of data in (75).

(75)  a. a-ka[reehd kaarweenda né kaartuusi
35.REM|[see cypress and cucalyptus
‘S/he saw a cypress and a eucalyptus,”
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akagaambird buremu na kakdru  “Sfhe told Bureme and Kakuru.'
akareebd kagoma na mareére  *Srthe saw an eagle and a hawk.'
akareebd magaro n'dmuguha  *S/he saw the pliers and rope.”

akagurd magaro na makiasi “&fhe bought plicrs and scissors,”
b. akareeba mareeré na kagoma 'Sihe saw a hawk and an eagle.’'
aknguza makidsi nd magarc ‘S/he saw the scissors and pliers."

akarecha kaankomiingwa nd kagoma
‘S/he saw the woodpecker and the eagle,”

In (73a), HIns targets the verb, akereeba ‘sthe saw’, despite the later high tone.
Blocking of HINs by a following coordinated NP structure is only accomplished when
the high tone is in the immediately following constiluent, as in (75h). Contrast these
facts with the sentences in (76).

{76) akareeba kagoma y' Gmurimi “S/he saw the eagle of the farmer."
akareeba kagoma y'dmwiana  *S/he saw the eagle of the child.”
akareeba magaro 24 buremu *Sihe saw the pliers of Buremu'

akareeba bukaando zd buremu  “S/he saw the pants of Buremu®

Here, there is no HIns despite the fact that the word following the verb is toneless,
kagoma “bataleur eagle’. The high tone found within the prepositional phrase is re-
spansible for the lack of HINS.

The different structures that these two NP complements have would appear to
be relevant. Consider firsl the NP with an embedded PF, in (77)
(7T ‘S/he saw the eagle of the farmer.”
VP
NF

B e TE
N

PP
Wi
) gy o gy
akar!aeba kag!:nma yl' dmulrjmj

Here, no high tone appears on the verb because of the high tone on the noun
[...dmurimi] ‘farmer’. Now, consider the phrase where the complement to the VP
contains a comjoined NP, in (78).
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(78)  ‘S5/he saw the eagle and the hawk.'
VP

NP

NP NP

| |

V@ N Conj N
B, e e
akareeba kagoma na mareére

Here, a high tone is inserted on the final vowel of the verb. In essence, the high tone
that is located within the second NP, ‘hawk' mareére, is not visible to whatever prin-
ciples are responsible for HIns. This fact will be significant in the discussion of theo-
ries accounting for these tone insertion and deletion.

HiIns can also take place on other words apart from verbs, as the examples in
{79} illustrate.

(79)  a. enzhu vd buremu na Kakir ‘the house of Buremu and Kakuru®
eipapa ryaa kagoma vy émurimi  *wing of the b. eagle of the farmer’
eibabi ryaa kaartunsi v buremu  ‘leaf of the eucalyptus of Buremu®

b. bur cijere n'éénkaito ‘every foot and shoe(s)”
buri muguha na makdasi ‘every rope and (a) scissors’
buri kagoma na mareére ‘every bataleur eagle and a hawk"

In (79a), HInS is blocked before an WP containing a PP with a high tone—HINs can-
not target the first word of the NP. In (79b). HINs can target the first word of the
phrase {buri) before a conjoined NP as long as the first pant of the conjoined NP is
toneless. If the order of elements is reversed, HIxs is blocked, as shown in (80).

(80)  a. buri makddsi nd magaro ‘every scissors and pliers’
buri mareeré nd kagoma ‘every hawk and bataleur eagle’

Hins cannot target the head of the phrase (bur) because the first part of the conjoined
NP is high toned. Notice also that HIns does target the conjunction ra because it
stands before a toneless noun (magaro or kagoma).

Tust as we saw blocking of HINS before an NP containing a high-toned prepo-
sitional phrase (in (76)), we can also expect the failure of HIns on buri when its com-
plement NP contains a high-toned prepositional phrase.

(El) buri muguha gwid buremu ‘every rope of Buremu’
bun citbo caa kakim ‘every basket of Kakurny'
burii nzhu vé buremu ‘every house of Buremu’
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As noted above, these two types of NP have different structures, In both of the
madels examined in this discussion, there is some reférence [0 SVRIACTC Sructure.
In the following sections we consider how this and other facts can be dealt with by
various theories explaining the interaction between phonology and syntax.

4.4 Verbs

The verb is also a possible site for HIns, There appears to be a greater degree of sen-
sitivity to specific morphological imformation with respect to a verb. However, the
general principle is that a toneless verb followed by a toneless argument will have a
high tone on itz final syllable.

The verbs in (82) are in the distant past tense. When the following object of
the verb is toneless, a high is inserted onto the final vowel of the verb.

(82)  a. akareeba kaankomadngwa “s/he saw the woodpecker’
akaresbd kanyaanaanga *she sgw the potato caterpillar”
b, akaramusyva kaankomigngwa *s/he greeted the woodpecker”
akaramusyi kanyaanaanga ‘s/he grested the potato caterpillar’
¢. akabuziirs buraanjiti *sihe sewed the blanket'
akabaziird bukaando ‘a/he sewed the trouzers”

Compare the verbs in (82) with those given in (B3).

(83 a. akakwiita kasnkomdangwa ‘s'he caught the woodpecker'
akokwiita kanyaanaanga ‘sihe caught the potato caterpillar’

b, akehééndecereza kmnkomiangwa ‘she destroved the woodpecker'
akahééndecereza kanyaanaangs  ‘she destroyed the potato caterpillar’

The verbz in (23) are high-toned. This high tone blocks the application of HIns. No-
tice also that the adjacency of the tone bearing units is not necessary to block HIns:
there is none on the verb akahddndecereza "s'he destroyed’. Fusther examples of verb
tenses that permit HINS are given in (34).

{84)  a. Recent Past
yiid[reebd kanyaanaanga ‘sthe has seen the potato caterpillar”
yai[reeba kaankomaangwa ‘s/he has seen the woodpecker”

b. Immediate Past
yiia[kareebd kanyaanaanga ‘he has just seen the potato caterpillar’
yii[kareeba knankomisngwa  “he has just seen the woodpecker
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¢, Immediate Past Relatives
aydd[reebd kanyaanaanga ‘one who has just seen the caterpillar”
ayad[reeba kaankoméangwa “one who has just seen the woodpecker'

d. Negative Hodiernal Past

tibdika[reebiré buremu ‘they had not seen Buremu”

tibdka[tééceire buremu ‘they had not cooked for Buremu’
¢, Present Progressive Negative

tiku[baziirird buremu ‘he is not sewing for Buremu'

tiku[kéraanjira buremu ‘he is not dry roasting for Buremu'
f. Habitual Relative

areehiré karoma ‘one who sees the bataleur eagle’

arechire mareére ‘one who sees the hawk”

Only the verb stem is relevant for determining whether or not HIxs should occur.
High tones in the inflectional portion of the verb (see Poletto, in progress, for more
information) do not block HIns. Notice, however, that if the verb root is high toned,
as in Viéek ‘cook’ or Vkdraang ‘dry roast’ found in (84d—c), then HIns is blocked.

Mot all verhs are possible targets for HIns, the verb tenses in (84) do not have
high tones that are required by the tense/aspect morphology (see Poletto, in progress,
for more information). However, thers 15 a set of verb tenses where there a high tone
is always inserted onto the stem. For example, the yvesterday past tense appears with a
high tone somewhere on the verb stem regardless of the input tone of the root. In
these cases, there is no HINS, In (83) and (36}, the toneless verb root Vreeb ‘see’ ap-
pears in the affirmative and negative forms of the vesterday past iense. The high tone
that appears on the stem is part of the verb morphology. Its presence is sufficient to
block Hixs regardless of the tonal qualities of the following word. Compare the pairs
of sentences given in (85) and (86). The object in the first sentence of each pair is
tomeless.

(83) Yesterday Past Tense Affirmative
a[rééhire kanvanaanga ‘sfhe saw the potato caterpillar’
a[rééhire kaankoméiangwa ‘s/he saw the woodpecker”

(86) Yesterday Past Tense Negative
ta[réghire kanyaanaanga ‘s/he didn’t see the potato caterpillar
ta[réébire kankomaangwa *s/he didn't see the wood pecker’

Mote that there is no HINs when there is a4 high tone on the verb stem. In these cases,
the input verb root is Yreeb ‘see’, which is underlying toneless. However, the mor-
phologically inserted high tone is sufficient to block Hlns,
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4.5 Summary of HDEL and HIns

The preceding sections outling the appearance of HIns and HDEL. However, we have
nol attempted to provide a formal sccount. At this point, however, it should be clear
that HIMs has a larger set of possible targets and has a wider range of triggering con-
figurations. On the other hand, HDEL only targets nouns when they are immediately
followed by a high-toned possessive pronoun or indefinite adjective, In the following
sections, we compare the different theories presented at the outset and show that HIns
and HDEL cannot be accounted for under one unified theory that refers only o syn-
tactic or to prosodic structure. In fact, both levels of grammatical representation must
be called upon in order to explain these o processes,

5 Accounting for HDEL and HIns

MNowwr that we have considered a wide range of the possible instances where HDEL and
Hins can take place, let us continue with a discussion of accounting for and predict-
ing these phenomens. What should be apparent from the preceding discussion is that
HDEL has a much more restricted range of application: it only applies to nouns fol-
lowed by a high-toned adjective or possessive. Verbs are not subject to HDEL {unless
they are infinitives, which are both nouns and verbs). On the other hand, HIns has a
very broad range of application, targeting nouns, verbs, and prepositions.

As discussed earlier, there are two major theones that can be used to account
for these phenomena, The direct reference theory, following Kaisse 1985, Odden
1990, 1996, accounts for these prineiples in terms of relationships that are directly
related to the syntactic structure of the word. An aliernative account makes use of
Selkirk's {1983) theory of derived domains, Specifically. the interaction between
phonology and synlectic structure is mediated by the creation of prosedic domains
that are based on syntactic structure, More precisely. these prosodic domains, primar-
ily the phonological phrase (FPh), are defined in terms of edges.

We shall compare these two models for Runyankore and for both HIns and
HDeL. What is particularly interesting here is the fact that we have two principles
with similar, but not identical, domains of application. Does either theory provide a
better account of both of these? Ultimately, we shall find that the range of operation
of the principles is in fact quite different. Because of the relatively narmow scope of
HDEL we shall see that dinect reference to syntactic information is the most perspica-
cious means to account for the phenomenon. On the other hand, HIns has a very wids
range of application. Not only in terms of the lexical categories of the possible tar-
gets, but alzo in the sense that HIng applies between the last two words of a
phenological phrase. Following Selkirk, this phonological phrase will be defined in
terms of the right edge of & maximal projection,
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5.1 Direct Reference Theory

The direct-reference theory (referning 1o Max-command) appears to account for these
facts because of the importance of heads of phrases in locating the site for HIns and
the target of HDEL.

5.1.1 HDEL

How might Kaisse's direct reference theory account for HDEL? Recall that HDer only
takes place when a high-toned noun is immediately followed by an indefinite adjec-
tive or possessive within the same phrase. Is there a syntactic relationship than can
pick out this type of complement to a noun but ignore those that do not condition
HIDEL, such as quantifiers, numbers, demonstratives, phrases, e, ?

It has been suggesied by Hyman & Byarushengo (1984) for Haya, Hubbard
(1992) for Runyambo, and Odden for Kimatuumbi (1996) and Zinza (1997) that the
sister to the phrasal head within the X" phrase is relevant for certain sandhi effects. In
Haya, which is closely related to Runyankore, a high tone is deleted in the following
contexts: before a high-toned possessive, before a possessive phrase, and before a
high-toned adjective. These are exemplified in (87)

(87)  Haya High Tone Deletion (=Hyman & Byarushengo, 1984, p. 73)

@ ekikdmbe ‘cup’
ekikombe kydim ‘our cup”
ekikombe kyaa kito ‘Kato's cup’
ekikombe kilingi ‘a beautiful cup”

b. ekikdmbe kyange ‘my cup’
ekikdmbe kyaawe ‘your (5g.) cup’
ckikdmbe kili ‘that cup (over there)”
ekidmbe kimo ‘one cup’

As these vanous phrases involving the word “cup’, ekikdmbe, illustrate, high tone
deletion in Haya involves a similar environment. Hyman & Byarushengo note that
demonstratives and numerals generally occur later in the noun phrase, after adjectives
and possessives. They hypothesize that adjectives and possessives are in a “tighter”
relationship with the noun (the warget of high deletion). Their proposal, then, is that
these words stand as sisters to the N under the N’ node, while demonstratives, num-
bers and the like are outside of N and are expansions of the SPEC node.
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(88) NP Structure in Haya
NP

Nz
e
iy COMP 5P

Head Adjectives  Demonstratives
Possessives  MNumbers
Possessive
Phrazes

In Runyambo, a very similar process of high tone deletion takes place on noun
and verb heads of phrases when a high-toned complement follows them. This process,
dubbed high tone reduction (HTR) by Hubbard, targets both noun and verb heads of
phrases. Hubbard proposes that both of these phrasal types map to a structure lke
(89

{89)  Hubbard’s Satellite Slot
XP

x’/\
i

X Sat ...

Apart from nomenclature, this structure is the same as that proposed for Haya in (88).
However, Hubbard claims that the “Sat” or satellite slat is privileged in the language
and is only gencrated in certain category-specific instances. Thus, in Runyamba,
the satellite position only receives and argument {is generated) in the genitive con-
struction.

For Zinza, Odden notes that a similar principle involving high tone deletion
on verbs only takes place if the immediately following high-toned word is a comple-
ment of the verb, However, high deletion will not be triggered by a post-posed, coin-
dexed ohject, as shown in (900, from Odden 1997,

(90} ateekiile 'he cooked for”
ateekiile kito ‘he cooked for Kato'
amuteekiilé kito, “he cooked for Kato'

Additionally, high deletion in Zinza cannot be triggered by a post-posed ob-
ject, as shown in (91).

oLy bulemo, y.-iagwa ‘Bulemu fell®
y-fagwa bulemu, ‘Bulemu fell*
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Odden assumes that these post-verbal words/phrases do not condition high
deletion because they are not within the correct syntactic domain, namely, in the sat-
cllite position as a daughter to V",

Odden (1996) describes principle of vowel shortening in Kimamumbi wherein
a vowel of a phrasal head is shortened when there is a complement in the phrase.

(92)  Kimawumbi Vowel Shortening

7~ ot
= i |
iR e

x] Y x,] (Y contains phonetic material)

This example 15 similar if we consider that Odden points out that certain pre-head
words do not undergo shortening.

I [, akdkaldanga ] 4»]

(93) Lue [ keénda
¥R Y e sl el

if he had fried”

In (93), vowel shortening fails to apply o the word kednda “if". The solution sug-
gested by Odden is that the demonstrative kednda “if" is under the SPEC node and not
within the V*. The relationship between the target and the trigger for vowel shomen-
ing here is essentially the same as for the preceding examples. The exclusion of the
demonstratives echoes the exclusion of demonstratives from the domain of HDEL in
Runyankore that we have seen above and will examine in more detail below.

What should be striking is the similarity between these languages. The appli-
cation of HDEL in Runyankore follows a pattern similar to that found in Haya. The
significant difference is that possessive phrases do not condition HDEL as they do in
Haya. Following the work and observations of these three, [ propose that the structure
of the NP 15 such that only adjectives and possessive pronouns may occupy the
COMP position, i.e., be sisters to the N under the N* node. The structure of a phrase
like “all old farmers’ appears as in (94)

(94)  ‘all the old/important farmers’

I
abahjinji bakiru  bdona
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The nodes cormesponding to the COMP and the SPEC nodes are labeled in the tree.

In this phrase, the adjective appears as a sister to the N, under N”. In Runy-
ankore, only indefinite adjectives (i.c., those lacking the initial vowel prefix) and pos-
sessives can occupy this slot, So, if & phrase has only a quantifier, & number, or some
other non-HDEL inducing phrasal element after the noun, then it must appear in a
phruse that is sister to N, as in {95).

(95} ‘all the farmers' ‘the pood farmers’
NP NP
i S
N" N AdjP
I I I
N QP N Adj
I I | I
abahiinji bédna abahiini dbakin

Under direct reference theory, we can isolate this position by allowing for
another type of command relationship. As suggested by Odden 1997, this is one
based on the single-bar node; X'-command:

(96) X'-command {Odden 1997)
o X-commands | iff the first X" node which dommnates @ also dominazes B,

In Runyankore, HIxs is restricted to occur only when a noun X'-commands a
high-toned element. Recall that an adjective phrase can condition HDEL omuhiing
murunnfi mundonga ‘a very good fermer’. In this case, the sister to the N under N*
conlains a high tone. This strecture is given in (97),

(371 ‘very pood farmer”

NP

|
N
AdiP
Ilﬂ Adj Adv
I |
omuhiinji muruunji mundonga

The noun emuhiingi ‘farmer” X'-commands everything in the AdjP. Because there is a
high tone in that AdjP, on the word mundonga ‘very', HDEL targets the noun. This
type of example is particularly interesting because it shows evidence for a long-
distance triggering of a phonological effect. The target, omuhiingi “farmer’, and the

trigger, mundonga ‘very’ are not adjucent words. The word that separates them,
mudruungi ‘good’, is toneless and thus cannot be the trigger for HDEL on the noun.

Ome may recall that we saw instances above where the order of the elements
in the noun phrase did not follow strictly the order described in (88). I propose that
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the language allows for the possibility of some reordering of the elements in the
phrase. This is discussed in the following section.

5.1.1 Phrasal Reorganization and Tone Deletion

Recall that the order of the adjective and the quantifier/demonstrative apparently is
subyject to some variation. A representative sample from (43) is repeated here as (98).

(98)  a. abakdma bdinji baruunji “many good chiefs’
abakima baruunji bainp ‘many good chiefs”
b. abakdma bdinji bakin “marny old chiefs’
abakama bakidru bainji ‘many old chiefs

Mote that HDEL only targets the noun when the high-toned adjective immediately
follows it, as in (98d). The reason that HDEL does not occur in (98c) is because the
high toned adjective is no longer in the same syntactic relationship with the noun
abakdma ‘chiefs’.

(99) NP Reorganization
NP
NP NP
. N
/\Ade S N QP AdP
N ;!de P I!*|£ ﬁldj

| |
akakama bakiru  bdinji akakima bdinji bakirue

The claim made by (99) is that there is a systematic relationship between these two
sentences. In the version on the right, the AdjP bakiru ‘old” occupies the SPEC posi-
tion of a higher NP. The relationship in the second tree is one of adjunction. Whether
this is accomplished by a transformation (i.e.. by movement) or simply by a parallel
type of derivation is not crucial to this analysis.

The significant point, however, is that the adjective phrase in this example no
longer stands in the same syntactic relationship with the head noun abakdma *chief”.
Because of this, we theorize, HDEL cannot target the head of the phrase,

5.1.3 Multiple Adjective Phrases

There may be multiple adjectives or a combination of adjectives and possessives after
a noun. Which of these are relevant for the application of HDEL? First, consider the
following.
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(1000 a. abddna baruunji badto ‘good young children”
abgana batd bamuunji ‘voung good children”
b. embwdid nuunjii nkin ‘pood old dog’
embwaa nkiin nuuniji ‘old good dog'

. embwdd yaanje nuunjii nkira “my good old dog”
embwaa yiitu nuunjii nkiirg “our good old dog’

The phrases in (100) illustrate the fact that HDEL only considers the immediately fol-
lowing adjective. If a high-toned adjective is separated from the noun by a toneless
adjective, HDEL does not accur, For these phrages, [ propose that the structure of the
noun phrase is the determining factor in the deletion of the high tone. This strecturs is
given in (101).

(101} ‘voung good children’
NP
_'_'_'_,.-'-'-"\—\.H_\_\_
N AdjP
AdjP
|
N Adj Ady

| | I
abiina barounji  bato

In the phrase abddna baruunji bdro 'good young children’, HDEL would target the
noun abddna “children’, However, because it does not X'-command a high-toned
complement HDEL does not oceur. The high-toned adjective bdte “young” has no ef-
fect on the noun because it is above the N' node and is not X'-commanded by the
noun, Rather, it occupies the SPEC node under the NP,

5.2 Contrasting the Domains of HDEL and Hins

Before continuing with this analysis, let us take & moment to compare the differences
between HDEL and Hixs. One of the important differences between these two is the
difference in the domains of their application.

5.3 Hix~s, Phrasal Constituency and Domain Construction

Under the prosodic domain approach to the syntax-phonology interface {Selkirk
1986, discussed in section 2.2.1 above), the application of a phonological rule is re-
stricted within a particular prosodic domain. This domain is constructed based upon
the ends of a specified syntactic category (usually Xhiax).

In the case of Runyankore, HDEL and HINs, as seen above, have different do-
mains of application. We have just examined HDEL and have seen that we can refer to
its characteristics by referring to the X'-command relationship that holds between the
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target and the triggering phrase. We will continue to assume that HDEL only consid-
ers what is within the X’ category, while HINs has a wider domain of application,
namely one that extends up to the edge of an XMax category.

The Direct Reference Theory can account for the data pertaining to HDEL
However, as promised above, the contrast between NPs with embedded prepositional
phrases and conjoined NPs plays an important role. I repeat examples of these two
structures here (from (77) and (78)).

(102) akareeba kagoma y'émurimi ‘Sfhe saw the eagle of the farmer,”
VP

NP
T,
N’ PP
| /\NF
I
N p N
I |
akareeba kagoma ¥y dmurimi

(103) akareebd kagoma na mareére ‘She saw the eagle and the hawk.”
VP

NP NP

| l
‘v’@ N Comj N
| i ﬂ I /’\\-‘

akarecba kagoma na mancére

Motice that Hixs fails in (102) (presumably because of the high tone on
dmurimi ‘farmer’ ). However, it succeeds in (103), despire the high tone on mareére
‘hawk’. If the requirement is that the verb (the target of HIxns) max-command a tone-
less phrase, then why is HIns not blocked in (103)7 Because the high tone blocks
Hins, it would appear that we only want 1o look as far as the first maximal projection.
S0, with respect to (103), only the NP containing kagoma 1s relevant. However, the
Max-command relationship does not permit us to make this kind of distinction. The
verb akareeba max-commands everything within the following MNP, including
maredre, which has a high tone. This presents a significant problem for an account
that would rely solely upon the max-command relationship.

What this issue does suggest is that the scansion for high tones only searches
as far as the end of the next maximal projection, without regard to embedding. This is
exactly the kind of relationship that Selkirk’s end-based prosodic theory tackles.



ROBERT POLETTO 139

The application of HIns in Runyankore from an edge-based perspective is
trivial. In fact, it is able 1o explain the differences betwesn an NP with an embedded
PP and an NP containing two conjoined MPs. First, let us examine a simple case, ex-
emplified in {104).

(104) “agood person’ (femunin murmji)

NP
|
N’
et TS
N AdiP
|

omuuntd munumnji
Here, Hins targets the word preceding the word at the end of an XMax phrase (in this
case, NP). Following Selkirk, the parameters for the construction of a prosodic do-

main would be:

(105) HIns parameters

2 lase Insent a boundary at the right cdge of an
XMax calegory.
b. PFh The edpge is the edge of a prosodic
phrase.
c. @=HM_ #],[X] | Insert a high tone on the nght edge of a
X 15 toneless toneless ward that stands before the last

element (X’ or X"} of the PPh,
By (105a & b), the following domain would be constructed.

(106) Dwmain Mapping onto “a good person”
34
N
N e s
N AdiP
| |
omuuntd muruunji
Rt ol

Based upon the PPh domain, the principle of HINS in (105) can apply. inserting a high
Lone Onto oMuERiL "person’,
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(107) Hins onto ‘a good person’
NP
N
N ® e
nmuluntﬁ TR i

""""lxr.{ax
e

According to the specification of HIns given in {105c), only the word pre-
ceding the last element, word or phrase, of the PPh is targeted for HIxs, Because of
the structure of Runyankore, the successful target will be the word immediately prior
to the last word in FPh. A counterexample would involve a toneless phrase appearing
after a word that is a target for HIns. However, because of the conditions on HINs,
that following toneless phrase should get a high tone {(blocking HIns further to the
left), Under a direct reference account, this would block any HIxs onto a higher head
{whether or not it X-commands the lower unit). Furthermare, there are no examples
of toneless phrases failing to undergo HIns, Unfortunately, adjectives take only
mundonga "very' as a complement. Because of the high toned mundonga HINS cannot
target the adjective. Thus, we cannot test to see whether HIns would also target a
toneless adjective. Note, however, that the phrases in (108) do not have high tones on
the head nouns (emugufa ‘Tope’ and amuhors ‘panga’).

[108) omuguha mununji mundonga  ‘a very good rope”
omuhoro muruunji mundonge  “a very good panga’

Let us consider a longer example examine the problem of recursive embedded
domains. In the phrase in (109), a high tone appears on the last vowel of kagoma
‘bataleur eagle'.

{109) amapapa ga kagom# mushaanzhu  “wings of seven bataleur cagles’

NF

|
N r|= rr@ QP
| !

amapapa ga kugomi mushaanzhu
( i
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All the words in the input ta the phrase in {109) are toneless, Under the direct
reference account, we needed to specify that only the innermost head receives the
high tone. However, in the prosodic domain account all the higher head of phrases are
subsumed within the same prosodic domain. The principles of domain creation in
{105} scans until the end of the XMax category. Any earlier sites for HINS are effec-
tively ignored because they are not penultimate in the PPh, as required by the princi-
ple of HIns as formalized in (105c).

Another problematic area for the direct reference account, one whose resolu-
tion within that theory is not clear, involves the different behaviors of NPs depending
upon their internal structure, These two possibilities are exemplified in (110}, Recall

" that HIns will target a word when its NP complement contains 4 conjoined NP, as
long as the first NP within it is toncless; it does not care about the tonal value of the
second NP. On the other hand, a high tone within an embedded prepositional phrase
will be sufficient to block HIns, See (110a) and (110b), respectively.

(1107 &, akareebd kagoma na mareére ‘Sfhe saw an eagle and a hawk,'
b. akareeba kapoma y'dmwaana  ‘Sfhe saw the eagle of the child.

We know that these two types of NP have different internal structures. It is the
different in the structures that allow the edge computation algorithm in (105) to create
different prosodic domains, and thus predict the correct application of HIxs,

(111} akareebd kagoma na mareére ‘Sfhe saw an eagle and a hawk.”

VP

_:—'_'_'_'_._H_‘_\_\_‘_‘—__
NP

V
s e e
I

¥ v N Conj N
I I

akareebd kagoma na  mareére

PR TR e
e e

In (111}, the scansion of the VP reveals an edge at the end of the word kagoma
‘eagle’. Unlike the direet reference theory, which would include the rest of the parent
NF in the XMax domain of the verb akareeba, the prosodic phrase ends before the
rest of the conjoined construction. In fact, a second prosodic phrase is ereated based
on the next end of XMax, If this final NP had been toneless, we would have also got-
ten HINS on the conjunction sa ‘and’ (see {75) and (B0} for several examples of HIns
anto this word).

Compare the prosodic structure of (1117 with that found in (112).



142 SynTAX AND TONE IN RUNYANKORE

{112) akarecba kagoma y'6mwdana ‘S/he saw the eagle of the child.”
VP
NP
_'_:_,.,-o-"""‘"--..\_\_‘
N FP
| T
v N P NP
[ I
akareeba kagoma ¥ dmwiaana

R T
Yern

Here, the end of an XMax is not encountered until the very end of the entire VP. Be-
cause of this, the entire VP maps to one prosodic phrase. In this case, then, the verb
akareeba is not a possible target for HINS given the principle in (105¢).

Another piece of evidence that the XMax edge is relevant to domains is the
fact that HIxs can apply twice within a domain that would be a single max-command
domain. Consider the following sentence, repeated from (75).

(113) a-ka-rech-d kaarweenda nd kaartuusi
35-REM-saw-Fv cypress and eucalypius
*S/he saw a cypress and a evcalyptus.”

Mote that HINS has targeted both the verb akareeba “sthe saw’ and the conjunction na
‘and’. If the syntactic relationship required for the application of HINS were max-
command. then the verb akareeba ‘sihe saw’ would max-command the rest of the
sentence and HIns should only apply once. The sentence in (113) has the phrase
structure given in (114).

(114) akarrecbd kaarweenda nd kaartuusi  *S/he saw a cypress and a eucalypius.”

VP
MNP
P el i
v NP Conj NP
| ‘_.-"""H-‘H"‘"'-._ |
akareebd kaarweenda nd kaanuusi
< 5

The domain “A™ is the range of the max-command relationship of the verb akareeba
‘sthe saw’. The problem lies in the fact that the exact same max-command relation-
ship holds in a sentence with a prepositional phrase after the verb, such as the sen-
tence in (1 10b). However , HINS cannot occur in this sentence, repeated here as (115).
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(115} akareeba kagoma y'émwiana ‘She saw the eagle of the child.'
VP
MNP
_,’_,.,-o-"""""'--..\_\_‘
M PP
| ....-"’M"""-..

N
I

akareeba kagoma ¥' Omwiana
A

Observe that the max-command domain of the verb akaresha ‘sthe saw’, A, is the
same in the sentence in (115). However, the tonal output is not the same, The failure
of HINS to apply (inserting a high tone on the verb) is attributed to the high tone that
ig present on the object of the preposition deewvdana “child’, Why does this high tone
block HIws while the high tone on the conjunction na ‘and’ in (114) fail o block
Hins? If there iz & domain for HIns that includes the verb then it must also include the
object of the preposition in (115). On the other hand, there must be two separate HINs
domains in the sentence where two high toned are inserted, as in (114),

The problem with computing the domains of HIxs by referring to the max-
command relationship is that it makes the wrong prediction, in the case of a sentence
with a conjunction. The conjunction should not present a barrier to the verb max-
commanding the two NPs conjoined by the conjunction. We would expect a parallel
behavior between a NP containing two conjoined NPs and an NP containing a noun
and a prepositional phrase.

We therefore conclude that the direct-reference account that makes use of the
max-command relationship is unable o distinguish between these two structures, On
the other hand, the edpe-based account is able to distinguish between these two gen-
tences. Matice that the edge of the XMax category in the sentence in (115} comes at
the very end of the utterance.

(116} akareeba kagoma y'dmwdiana *Srhe saw the eagle of the child.”
YP
NP
_,r_,.,-o-"’""'\--...H
N PP
| ke S
¥ N P HP

| I
akareeba kagoma v' omwdana
'!f'?h

143
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O the other hand, a conjoined NP containg an NF maximal projection within
it, and this is apparently where the boundary between the two domains for HIns lies.

(117} akareebd kaarweenda nd kaamuusi  "S/he saw a cypress and a eucalyptus.”

VP
/\N 5
B o B e e
v NP Conj NP
| .&. .-‘
akareebd kaareeenda na  kaartuusi

o Al il R

In the sentence in {117}, the nght edges of the XMax define the edges of the domains
for HIns, viz. the phonclogical phrase.

The end-based account also allows us to explain why we find HINS on the
head noun when there is an intervening toneless modifier, despite a prepositional
phrase with a high tone. Examples of this appear in (66). In (118), repeated from (&6),
the right edges of the XMax phrases delimit the phonological phrases.

(118} eipapd riruunji rydd kagoma ‘good wing of the eagle’
NP

‘_._,_,_.—o—'—'_‘—‘—-—._\__‘_
M PP

i o i
N AdP B NP
I e
eipapd rirunji rydd kapoma
s g e e
Jpph Y,

With the addition of an adjective phrase, riruunji 'good’, an additional phonological
phrase appears. Because of this, the high tone that appears within the PF is nat seen
from within the N°,

In this section, we have examined the evidence in faver of the edge-based
analysis of high tone insertion. Along the way, we have considered an alternative
analysis based upon syntactic relationships. However, as the differences in the data
and the application of HIns have shown, the preferred analysis will be the edge-based
analysis.

5.4 HDeL and the Phrazal Analysis

What is striking about this analysis the syntax-phonology interface of Runyankore is
the proposal that one rele makes reference to syntactic relationships (HDEL) and that
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another (HINS) depends upon the edges of a prosodic category. the phonological
phrase, which is constructed based upon the right edge of & maximal projection.

As we have just seen, the principle of phrasal HINs cannot be as neatly ac-
counted for under the rubric of direct reference. But, on the other side of the theoreti-
cal coin, can HDEL be accounted for by means of a prosodic domain?

The first problematic issue with this approach would be determining what, in
fact, the prosodic domain for HDEL is. Leaving aside the possibility that it also is the
phonological phrase, we would have to consider a prosodic unit lower in the hierar-
chy {as the domain for HDEL lies within the domain for HIng). Could we refer to the
clitic group or the phonological word? The most compelling counter-evidence to such
a claim 1 the fact that an adjective phraze comprising a toneless adjective and the
high-toned adverb mundonga “very, a lot” can trigger HDEL {recall the examples
given in (330 omuhiingi mureunfi munconga "o very good farmer’. There does not
seem o be any good evidence that these three words constitute a phonological word.

6 Conclusion

Ome of the significant debates in the study of the interface between syntax and pho-
nology involves the type of information that is accessible to the phonology of a lan-
guage from the syntactic structure. The primary guestion seems to be “can
phonological rules make reference to syntactic structure?” Or, is the phonology lim-
ited to information that 15 mediated through levels of prosodic structure created from
{restricled) syntactic information.

In Runyvankore, the application of the two main phonological principles that must
have access to syntactic information suggests that both types of rules may in fact be
necessary, Consider that the principle of HDEL has such a limited range of applica-
tion. Because it only applies to nouns when a particular type of complement follows,
the principle that directs its application should have access to this type of specific
syntactic information. On the other hand, the principle governing HIxs appears 1o be
quite broad, targeting any toneless word that comes before another toneless word at
the end of some expanse. Recall the facts of coordinated expressions, which are one
unit syntactically, but have a break in before the conjunction, These facts support the
notion that the end of some syntactic domain is relevant. Furthermore, the more gen-
eral application of Hins at least allows for the possibility that a more peneral category
fir; this case, the phonological phrase} defines the domain of application for these
rules.
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Monotonicity Constraints on Negative Polarity in Hindi

Shravan Vasishth

0 Introduction

Certain aspects of negative polarity item {NPI) licensing in languapes like English and
Dutch have been accounted for in the literature in terms of downward monotonicity. It is
shown here that such a treatment must be augmented in the case of languages like Hindi wo
take into consideration the interaction of focus particles with NPIs,

In this paper, by Hindi I mean the dialect spoken in Delhi and referred to variously as
Hindi-Urdu, Urdy, and Hindustani. The dizcugsion is organized as follows: Section 1 intro-
duces the relevant empirical facts about English and the theoretical background; Section 2
discusses NP1z in Hindi from the logical perspective introduced in Section 1; and Section 3
congists of concluding remarks.

1 NPIs and monotonicity

The rale of downward monolone or monotone decreasing expressions in NPT licensing has
been well known since (Ladusaw 1979). In this section, I begin by summarizing the known
facts about MPI licenging in English. These facts, along with related work on Dutch and
German NPIs (see Zwars 1986, van der Wouden 1997, among others), seem to indicats
that MPIs tend to present & hierarchical behavior in these languages and presumably cross-
linguistically. Next, I examine the mathematical notion of monotonicity in natural language
in order to sat the stage for the discussion to follow. I conclude this section by summarizing
van der Wouden's (1997} account of NPI licensing.
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1.1 Some facts about NPIs

Klima {1964 showed that certain words and phrases must appear within the scope of a neg-
ative element in order Lo be acceptable in & well-formed sentence. Some simple examples
from English, where the licensor in question is not (or n't), are any, a bit, and half bad’
see van der Wouden (1997:141) and McCawley {1938:362-3) for a detailed discussion of
these and other NPls. Comparing the pairs given in examples (1) to (3), it is clear that
each of the NPIs must be licensed by—in other words, must appear in the presence of—the
negative element n't. (In subsequent examples, the licensing environment is shown in bold
letters and the NPIs in fralics; bold letters do not indicate intonational prominence.) In
(2b), although a literal reading is available in the positive context, the NPI reading is not:
such MPLs are known ag mininizers (see Bolinger 1972 and Horn 1989:399—400).

(1) a. John hasn't talked ghout amy of these problems.
b. *Tohn has talked about any of these problems

(2) & John wasn'ta bit happy about these problems.
b. #John was @ bit happy about these problems.

(3) a. This new book on semantics isn't fulf bad.
b. *This new book on semantics 15 half bad.

Tt turns out. however, that the presence of such a negative element is a sufficient but not a
necessary condition for NP1 licensing, and that English NPLs display a hierarchical behavior
with respect to their licensing environments. As an illustration of this hicrarchical behavior,
consider the three NPIz any, a bit, and half bad and the constraints on their appearance in
the presence of the licensors few studenrs, no-one, and not.

4} a. Few students are aware of gny of these facts.
b. MNo-one is aware of any of these facts.
c. John hazn't read any of these books.

(51 a. *Few students were @ bif happy about these facts.
b, MNo-one was a bit happy about these facts.
c. John wasn't a bir happy about these facts.

{6} a. *Few amateur actors were half bad.
b. *Among the amateur actors, no-one was falf bad.
¢. This new book on semantics isn't half bad.
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The above facts may be conveniently summarized in tabular form;

Table 1
amny | abir | half bad
few students | * *
no-one & e *
not/n't s s b

A caveat is in order here. It is arguable whether half bod s in fact an NFI as claimed,
inter alia, by McCawley (1988:562-3), and it may tum cut that English has very few or no
NPz that appear only with nor or n'f and not with licensors like mo-one (Yoshimura 1996,
and M. Israel, p.c.). This latter view may well be correct and it may be that English only
has NPIs that have the same distribution as gy and a bir as shown above. However, En-
glish NPIs are used here merely for illustrative purposes. The point is that NFIs of several
languages (Dutch and Jepanese, among others) display the kind of three-way distinction
presented for English above, The specific claims for English are not crucial in this respect
to the discussion that follows.

With thiz caveat in mind, what is required for the above data is an explanation of three
facts: why is the NPI any permitted in the scope of all the three licensors few students,
no-one, and not, as in (4); why is a bit allowed only in the scope of ne-one and not but not
Jew studensz, as in (3); and why does Ralf bad appear only in the scope of not and not few
sttegdents Or no-ore, as in (6). Zwarts (1986), van der Wouden (1997), and others, developing
Ladusaw’s (1979) ideas, have in fact provided an account of these English facts. Before
describing Zwarts' and van der Wouden's treatment of NP1 licensing, first let us review the
phenomenon of monotonicity in natural language.

1.2 Monotonicity and Natural Language

Ever since Barwise and Cooper 1981, noun phrases (WPs) have been treated as generalized
quantifiers, that is, as (higher order) set-theoretic entities consisting of collections of sets,
Muoreover, certain guantified NPs, such as few N and ar mest 2 N, happen to have the set-
theoretic propeny of being closed under subsets: given a universe L7, sets X and ¥, and
a (generalized) quantifier @, if X € Qand ¥ C X C [/, then ¥ € . Such gquantifiers are
known as downwand entailing or monotone decreasing (Barwise and Cooper 1981).

Monotone decreasing quantifiers contrast with upwand entailing or monotone increas-
ing quantifiers such as every N, and ar feast n N which have the property of being closed
under supersets. In set-theoretic notation, upward entailment amounts to the following
staternent: ifF X € Qand X CY C U then ¥ € (.
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As an example of downward entailing expressions, consider the sentence few men ran
which contains the downward entailing quantifier few men. Given the truth of this expres-
sion, we can conclude that the expression few men ran slowly must also be true. Here,
the set of slow runners is in general a proper subset of the set of runners. The converse,
however, is not true. That is, given that few men ran slowly is true, we cannot conclude
that few men ran must also be true. In other words, we can’t reason from a set such as
one charactenzing the property of running slowly to one of its supersets, which in this case
is the set characterizing the property of running. The discussion in this paper is limited o
noun phrases as gencralized quantifiers, which take the verb phrase denotation as argument.
However, it is also possible to consider a determiner as a two-place relation which takes the
noun and the verb phrase as arguments. In such a case, one can then speak of downward and
upward monotonicity applying independently to both the first and second arguments of the
determiner. For example, the generalized determiner every can be regarded as taking two
arguments, a first argument, such as woman, with which it forms an NP, every woman and
a second argument, such as the verb phrase is rurning, to form the sentence every woman
is rumning. As the reader can verify, every happens to be downward monatone in its first
argument, but upward monotone in its second argument: every woman is running entails
every tall woman is running but not every woman is running in the park. In this paper,
when talking about NPs as NP licensors, in the case where [ describe an NP as monotone
decreasing, it should be clear that I am referring to the monotonicity property as applying
to the second argument of the generalized determiner in question.

Zwearts (1996:175) and van der Wouden (1997:94—11 1) note that there is an alternative,
boolean algebraic way of determining monotonicity. [ adapt their results to present the
following simplified schemata.

{7y 2. Schema 1

An MF is monotone decreasing iff the following is logically valid:
NF (VP or VP2) — (NP VP and NP VPz)

b.  Schema 2
An NP is anti-additive iff the following is logically valid:
NP (VP or VP;) ++ (NP VP and NP VP;)

¢. Schema 3
An NP is antimorphic iff the following are logically valid:
NP (VP or VP2) «+ (NP VP and NP VPz)
NP (VP and VP:) + (NP VP or NP VP3)

Mext, we examine the natural language counterparts of these three classes of functions.
Looking first at monotone decreasing functors as defined in Schema 1, note first of all
that Schema 1 corresponds to one half of the first of De Morgan's laws of negation, stated
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below. In other words, monotone decreasing functors are weakly negative contexts, since
they satisty only part of De Morgan's first law,

(8) a. De Morgan's First Law:
~lpvg) & (—ph—yq)
b. De Morgan's Second Law:
—lphg) & (—pV =g)

In English, several NPs qualify as monotone decreasing on the basis of the test given in
Schema 1: Zwarns (1996:176) lists twenty-one such NFs but we consider only two, few N
and af mest i N, by way of illustration. Applying Schema | to the expression few men, we
find that it does indeed satisfy the schema.

{9) 2. Few men drink or smoke — {(4~) few men drink and few men smoke.

b, At most two men drink or smoke — () at most two men drink and at most two
men smoke,

Tuming now to anti-additive functors as defined in Schema 2, notice that the definition
corresponds o the first of De Morgan's laws in its entirety. In other words, these con-
slitule 4 stronger negative context than monotone decreasing funclors. Zwarts (1996:184)
lists eleven NPs that qualify as anti-additive, but we consider only two for purposes of
illustration, wo & and none of the N.

(10} a. Mo men drink or smoke + no men drink and no men smoke.

b, None of the men drink or smoke
«+ none of the men drink and none of the men smoke,

It is ebvious from the schemata in (T) that anti-edditive expressions constitute a subset
of monatone decreasing ones, since anti-additivity is simply a more restrictive condition
than monotone decreasingness. The significance of this fact is that if an NPI is licensed
in a monotone decreasing context, it must necessarily be licensed in an anti-additive one
as well; however, the converse is not true, as we will presently see. Put another way, all
anti-additive contexts, which satisfy the more restrictive biconditional in Schema 2, are
also monotone decreasing ones, since they naturally satisfy the less restrictive implication
of Schema | in (7a); the converse is not tree. A similar distinction holds between anti-
additive expressions and antimorphic expressions: antimorphic expressions are a subset
of anti-additive expressions. By transitivity, it follows that antimorphic expressions are g
subset of monotone decreasing ones as well.

With these distinctions in mind, I now present a summary of van der Wouden's (1997)
conclusions regarding negative polanty end its connection to downward monotonicity,
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1.3 Strong, medium and weak NPIs and monotonicity in English

To recall the case of English, shown in {4) to (6) and repeated below, any appears in all
downward entailing contexts (i.e., monotone decreasing, anti-additive, and antimorphic), 2
bir only in anti-additive contexts (i.c., anti-additive and antimorphic), and half bad only in
antimorphic contexts.

{11} a. Few students are aware of any of these facts,
b, Mo-one i5 aware of any of these facts.
c. John hasn®t read any of these books,

(12) a. *Few students were @ bir happy about these facts,
b. No-one was a bit happy about these facts,
c. John wasn'l a bir happy about these facts,

{13) a. *Few amateur actors were fall bad.
b. *Among the amateur actors, no-one was half bad.
c. This new book on sernantics isn't half bad.

Van der Wouden (1997) refers to NPIs like any as ‘weak', those like @ bif as “medium’,
and those like half bad as “strong’. The idea is that weak NPIs appear in all weak negative
contexts {and this encompasses the three kinds of negative contexts), medium NPIs appear
in medium negative contexts (all anti-additive contexts, and therefore all antimorphic con-
texts), and strong NPIs appear only in strong negative contexts {antimorphic contexts). Ta
summarize van der Wouden's view of NPls:

(14} a. Definition 1
An NPT is weak iff it is licensed in monotone decreasing contexls.

b.  Definition 2
An NPT is medium iff it is licensed in anti-additive contexts.
¢. Definition 3

An NP1 is strong iff it is licensed in antimorphic contexts.

These facts indicate that, at least in the case of English, the strong, medium, and weak
distinction of NPIs 1s meaningful and sheds new light on the factors constraining the oc-
currence of NPIs in natural language. Moreover, van der Wouden claims similar results for
Dutch, and Vasishth {1998a) for Japanese.
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These results are summarized in Table 2 below. The first row in Table 2 lists the three
kinds of NPLs discussed above; the next three rows give examples of such NPIs from En-
glish, Durch, and Japanese; and the remaining three rows show the three different NFI
licensing contexts. A check mark {«) indicates that the NPI-type in question is allowed in
a given licensing context. For example, any is allowed in any monotone decreasing context.
Similarly, an asterisk (*) indicates that the NPI-type in question is not allowed in in a given
licensing context. For example, a bit is only allowed in anti-additive (and therefore also
antimorphic) contexts.

Tahle 2
weak NPT | medium NFI stmng'ﬁ
English any a it half bad
Dutch Kunnen uitstaan OOk IRAr [ty mals
Japanese Ritakoro-demo-morasu ﬂ':-'c.lorr?-d’e_ma-mm dare-a
monotone decreasing g * 5
anti-additive v v *
| antimerphic s 1] s | s |

These results for English, Dutch and Japanese naturally raise the guestion whether other
languages have a similar distinction among their NPIs. The nest section is an attempt to
answer this question with regard to Hindi.

2 Hindi Negative Polarity Items

In this section T examine the licensing constraints on Hindi NPIs. First, [ establish the
existence of monotone decreasing, anti-additive, and antimorphic contexts in Hindi. Then,
a diverse collection of NPIs is introduced, which are classified sccording to whether they
(optionally or obligatorily) take the suffix -Bhi, *also, even”, andlor -rak, 'until, even' (see
Vasishth 1997 for more details on the semantics of -biii and tak). Mext, it is demonstrated
that these NPIs separate into three classes, corresponding to van der Wouden's (1997) three-
way distinction. That i3, [ provide two distinct classifications of the NPIs in question:
(a) a classification based on suffixation restrictions; and (b) another based on licensing
resirictions,

To anticipate the generalizations empirically arrived at below, several facts emerge
gbout Hindi NPIs with respect to their co-occurrence with the focus particles -BRil and
-tak. When -bhii is suffixed to an NPL, it forces that NPT to become weak, irrespective of
whether the NFI itself was onginally weak, medium, or strong. Morcover, whenever -fak
15 suffixed to an NP1, that NPI becomes medium, irrespective of whether the WP itself was
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weak, medium, or strong, These results appear to have cross-linguistic validity since the
tendency of elements like -bhii and -1ak to participate crucially in the licensing of NPIs
is present in Japanese as well, although the interaction with NPIs of the cormesponding
Japanese elements mao, ‘also. even', and dema, ‘even’, is quite different {Vasishth 1998a).

2.1 MNegative Polarity licensors in Hindi

First consider kam-hii &, “few-ENCL{ITIC) N', and aadhe se kam N, “less than half (of all
the) N°, These tum out to be monotone decreasing but not anti-additive or antimorphic,
a5 the bracketed invalid implications indicate. In the following discussion, although the
enclitic -k functions as a marker indicating emphasis, -kii has a somewhat more com-
plex semantics: it also corresponds semantically to ondy, but only in a restricted sense, as
discussed in detail in Vasishth 1998b.

(15) a. kam-hii bacce naacte yaa gaste hai
few-ENCL children dance or sing are

—+ (4 ) kam-hii bacce naacte hal sur kam-hii  bacce  gaate hat
few-ExNCL children dance are and few-ENCL children sing  are

‘Few children dance or sing — (&) few children dance and few children sing.’

b. aadheze Kkam bhaarativa jaapaanii bol  vyaa padh sakie hai
half  from less Indians Japanese speak or read can  are

— (+-)aadhe se  kam bhaaratiya jaapaanii bol  sakte haf
half fromless Indians  Japanese speak can are

aur aadhese  kam bhaarativa jaapaanii padh sakie hai
and half  from less Indians  Japanese read can  are

“‘Less than half of all Indians can speak or read Japanese —+ () less than half of
all Indians can speak Japanese and less than half of all Indians can read Japanese.”

By contrast, the antecedent of the conditional agar, "if ...", and the phrasally negated
proper noun (PN) PN nahil, ‘not PN', exhibit anti-additivity, as (16a) and {1 7a) show, but
not antimerphicity, as (16b) and {1 7h) show,

(16) a. muj-he bahut dukh hogaa agar tum-ne sharagb yaa sigaret  piinii shuruu
me-to much sadness will-be if  you-ERG alcohol or  cigarette drink begin
kil + muj-he bahut dukh  hogaa agar wum-ne  sharaab piini shuruu kii aur
do  me-to much sadness will-be if  you-ERG alcohol drink begin  do and
agar lum-ne  sigarel  piini shueru ki
if  you-ERG cigarette dnnk begin  do
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‘11l be very unhappy if you start drinking or smoking + I'll be very unhappy if
you start drinking and I°1l be very unhapgpy if you start smoking.'

muj-he bahut dukh  hogaa agar wum-ne  sharaab aur sigarel  piinii shuruu
me-to much sadness will-be if  you-ERG aleohol and cigarette drink begin
kii 4% muj-he bahut dukh  hogaa agar tum-ne  sharaab piinii shuruw kii yaa
do  me-lo much sadness will-be if  you-ERG alcohol drink begin  do or
agartum-ne sigarel  piinii shun kii

if  wou-ERG cigarette drink begin  do

Il be very unhappy if you start drinking and smoking <% I'll be very unhappy if
you start drinking or if you start smoking,”

samiir nahii naactaa yaa gaataa
Samirnot  dance or sing
++ samiir nahif naaclas aur samiir nahi gaataa
Samirnot  dance and Samirnot  sing
‘It is not Samir who dances or sings + It is not Samir whe dances and it is not
Samir who sings.
samiir nahil naactaa aur gaatus
Samir not  dance and sing
+ samiir nahil naactes vaa samiir nahil gaataa
Samirnot  dance or Samirnot  sing

‘It is not Samir who dances and sings 45 It i2 not Samir who dances or it is not
Samir who sings.”

Finally, sentential negation mafiT and naa, like their English counterpart nor or n't, are
antimorphic (I do not present the correponding sentences for naa here or in subsequent
examples, but this can easily be done):

(18} a

rahul nasctaa yaa gaataa nahif <+ rahul naactaa nahif aur rahul geatas nahi
Rahul dances or sings not Rahul dances not  and Rahul sings  not
‘Rahul does not dance or sing ++ Rahul does not dance and Rahul does not sing,’
rahul naactaa aur gaataa nahii + rahul naactaa nahil yaa rahul gaatas nahii
Rahul dances and sings not Rahul dances not  or Rahul sings not
‘Rahul does nat dance or sing «+ Rahul does not dance and Rahul does not sing.’

Thus it is clear that Hindi also has the three kinds of downward entailing expressions (i.c.,
monotone decreasing, anti-additive, and antimorphic expressions) discussed for English.
Before looking at the behavior of several Hindi NPIs in these licensing enviranments, [ first
present a classification of the NPIs.
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2.2 A suffixation-based classification of Hindi NPIs

Mineteen NPIs in Hindi are considered in the following discussion. These NPIs fall into
three groups: Group I, whose members do not accept either of the focus particles -bhii
or -tak; Group II. whose members can accept -bhii but never -rak; and Group III, whose
members can accepd -bhii or -tak, or both. In the following examples, [ give each NP1 in the
antimorphic context rakiT, in a corresponding positive sentence. each NPT is ungrammatical
or, if the NPl is a minimizer, allows only a jocular or literal reading, not the NPI reading.

221 Group I (or Bare) NPIs

(19) a. kot bagt { *-bhii™*-tak) nahii

IDOM  even not
‘It doesn't matter.”

b, wm-he uttar  dene-kin kev-zarral | *-bhive™-tak) nahii
you-lo answer giving some-need cven not
‘(There 12) no need for you to answer.’

¢.  um-he uttar  dene-kin kori-aavashyakiaa | *-bhit/*-tak) nahil
you-to answer giving some-necessity  even not
‘[ There is) no need for you to answer.’

d. muj-he us  kitaab-kaa sir-pair  (*=-bhii™-tak) nahii samajh aavaa
me-to  that book-of head-fool even nof  understand came
‘I couldn’t make head or tail of that book.”

e. maius sid-side-ke muh  (=-bhii™-tak) nahii lagroa
I that rotten head mouth even not  attach to
‘I don’t interact with that bad-tempered {man/woman) at all.’

f. muj-he kuch fark { =-bhii/*-rak ) nahil padiaa
me-to some difference even not  fall
‘It doesn't make any difference to me.

222 Group Il (or Bhii) NPls

As mentioned earlier, these NP1z accept the suffix -bhii but not -tak. Note that the NPl in
{20d) differs from the others in that the presence of -bhil is obligatory.

(20% a. ke (-Bhit™-rak) nahil aavaa
EONTIE EVEN nak Came

‘Nobody cam.” (Lit. “Anyone did not come.”)
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mar-ne kigii-ko (-bRil®- k) nahil dekhaa

[-ERG some-ACC even not  saw

‘I didn't see anyone.”

sudhiir apne-uap padhai kame-kii zaraa {-bhil™-rak) koshish nahil kamas
Sudhir himself study doing  little even attempt not  does
‘Sudhir doesn't try (even) a bit to study on his own.

maf kisit haalat-md (-bhil*-rok) tumharii madad nahif karuungaa

I some state-in -~ even your  help not  willdo

I will not help you under any circumstances.”

tuu-to  pranav-ke juwrii-ke ndk-ke baraabar (-hiv™*-tak) nahii
you-FOC Pranav-of shoe-of tip-of egual  even not

“You're no match for Pranav,”

harin keatoii {-bhii*-tak) nahii aisaa  karegaa

Hari completely even not  like this will do

"Hari would never do such a thing.”

ramesh filkul {-BRiE™-rak) nahil kaam kartag

Ramesh tetally even not  work does

‘Rumesh doesn’t do a shred of work.

2.23 Group I {or BhiiTak) NPIs

These MPIs accept -BRii or -tak (or both) as e suffix. The second NPI given below, uf
karnca, consists of an interjection, uf and the verb karaa, “to do’, (past tense form: &)
and may be translated as "{not) to show distress’. For convenience, [ gloss uf as 0NOM, for
ONOMALOPOSic,

(21} a.

ramesh-ne  harii-ko  girte  dekhaa

Ramesh-ErG Hari-acc falling saw

lekin vo fas se mas  (-Bhii-tak) nahii huaa

but  he budge an inch even not  became

‘Ramesh saw Han fall, but he didn’t budge an inch (to help).’

us-ne sab-kuch bec daalea lekin vimlas-ne wf  (-bRii‘rak) nahi ki
{s}he-ERG everything sold gave but  Vimla-ERG ONOM even not  did
“(8)he sold off everything, but Vimla didn’t show even the slightest distress.”
ramesh-rne  apnii bahin-kii ~ shaadii-mé rnkag (-Bhit-rak) nahil hilaayas
Ramesh-ERG own sister-FOSS marmage-in straw  even not  moved
‘Ramesh didn’t lift a finger to help in his sister’s marriage.
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d. ravii-ne ganit-ke prashnd-kaa uttar  dene-kii koshish (-bhii/-tak) nahil kii
Ravi-ERG maths-of questions-of answer give-that attempt even not  did
‘Ravi didn't even try to answer the maths questions (in the exam).’

e. ravi-ne sharaab-ko sk (-BRii-tak) nahii lagaavaa
Ravi-ERG alcohol-ACC mouth even not  adhered
‘Ravi didn’t {even) touch the alcohol.’

f. harish-ne pitaa-jii-ke  saamne  dar-ke-maare
Harish-ERG father-HON-of in front of fear-of-due to
meh  (-Bhiid-rak) nahii kholae
mouth even no  open
‘Out of fear, Harish didn’t (even) open his mouth in front of his father.

Mext, we determine the licensing constraints on these three types of NPIs, using the three
kinds of NP1 licensors discussed carlier.

2.3 Strong, medium and weak NPIs in Hindi

In this section, we will look at each group in tum. and try to determine if van der Wouden's
three-way distinction is valid for these NPILs.

231 Groupl NPIs

The NPI considered in this group appear to be only strong or weak; no medium NPIs seem
to exist among the Group [ or Bare NPIs. An example of a strong Group I NP1 is sir-pair,
*head or tail”; it is strong because it is only licensed in antimorphic contexts (like mahi),
but in general not in monotone decreasing contexts (like kam-kii log) or anti-additive ones
(like agar).

(22) a. *kam-hii logi-ko us  kitaab-kKaa sir-pair  samagh aayaa
few-ENCL people-ACC that book-of  head-foot understand came
‘Only a few people could make head or tail of that book.
b. *apar tum-he us  kitaab-kKaa sir-pair  samajh aayaa ho
if  you-to that book-of  head-foot understand came be
to  muj-he samjhaaoo
then to-me  explain
‘If you have been able to make head or tail of that book, please explain it to me.'
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c. muj-heus kitaab-ka sirpair  nahil samajh  aayan
to-me  that book-of  head-foot not  understand came
‘I couldn’t make head or tail of that book.'

An example of a weak Group I NP1 is kuch-fark, ‘some difference’; it is weak because it is
licensed in all the three kinds of downward entailing contexts, az shown below.

{23) a. kam-hii vidyaarthid-ko bech-fark padtaa hai
few-ENCL students-ACC  some-difference fall  is
agar vo  fel ho jaays
if  they fml become go
‘It bothers only a few students if they fail '

b, agar wum-he kuch-fark padtas ho te abhii kah do
if  you-to some-difference fall  be then now say give
"Say so now if it makes any difference to you.'

¢, muj-he kuch-fark nahii padtan
me-lo  some-difference not  fall
‘It doesn't make any difference to me.

2332 Group IT NPIs

Al these NPIs are strong or medium when they appear without the suffix -bhii, but become
weak if -bhii 15 suffixed.

An example of a medium MNP is kisi, ‘any(one)’; it is medium because it is not licensed
in every monolone decreasing context, a case in point is &am-hil log, but is licensed in all
anti-additive contexts (including, of course, antimorphic ones). Note that in (24a) the NP1
reading of kisif is being considered. The lineral interpretation of kisi, ‘someione)’, would
be acceptable in (24a), but this is not the interpretation we are interested in.

(24) a. *kam-hii log  Kisi-kif naukeii karmaa pasand karte hat

few-ENCL people some-of servicedo  like do  are
‘Few people like to work for anyone.’

b. agar kisii-ko  paise cashive hdto  muj-he kaho
if  some-ACC money wants  be then to-me  say
“Ask me if anyone needs money,”

¢, kisti-ke  inaam nahii milas
some-ACC prize not  received
‘Mo-one got a prize.” (Lit. “Anyone did not get a prize.')
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However, this NPI becomes weak following the suffixation of -bhii. Note in the examples
given below that the NP1 kisif-ke-Bhif (or kisii-kii-bhii) is licensed in all downward entailing
contexts.

(25) a. kam-hii log  kisii-kii-bhii  naukrii kamnaa pasand karte hai

few-ENCL people some-of-even service do like do are
‘Few people like to work for anyone.”

b. agartum-ne kisii-ko-bhii vyah baat bataayii to  bahut buraa hogaa
if  you-ERG some-ACC-even this story tell then very bad will-be
‘It won't be good (for you) if you reveal this story to anyone.”

c.  kisii-ko-bhii inaam nahii milaa
some-ACC-gven prize not  received
‘No-one got a prize.” (Lit. ‘Anyone did not get a prize.’)

233 Group ITT NPIs

Group ITT includes NPIs that are either strong, medium, or weak when they appear without
the suffix -Bhif or -fak, but suffixing -bhii makes them weak and, alternatively, suffixing
-tk makes them medium.

Consider first the NPl muh lagaanaa, “to touch®. Without -bhii or -rak, the NPT is
medium, since it appears only in anti-additive contexts as in (26b) and antimorphic contexts
as in {26¢), but sounds odd or literal in the monotone decreasing, but not anti-addinve,
context in (26a).

(26) a #kam-hii log  sharaab-ko muh lagearee hat

few-ENCL people alcohol-acC mouth adhere  are
‘Few people touch alcohol.’

b. agartum-ne sharaab-ko muh lagaavaa o  mai wum-he chor duungii
if  you-ERG alcohol-ACC mouth adhere  thenl  you-to leave give
'If you as much as touch (the) alcohol, '] leave you.”

¢. ravi-ne  sharaab-ko muh  nahii lagaayaa
Ravi-ErG aleohol-acc mouth not  adhered
‘Ravi didn’t (even) touch the alcohol

Judgements vary for (26a); for some speakers, (26a) is grammatical, rendering the NPI
medium, nol weak as | claim above. However, it is immaterial for this discussion whether
this NPl is weak or medium; the crucial facts relate to the suffixation of -bhii and -tak,
discugsed below, and the judgements for these seem to be clear.
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If -Ehii is suffized to the NPL muh logaanae, it beeomes acceptable in monotone de-
creasing contexts as well, as shown in (27a).

(27) a. kam-hii log  sharaab-ko muh-bhii  lagaaree hat
few-ENCL people alcohol-ACC mouth-even adhere  are
“Few people even as much as touch alcohal !

b. agartum-ne sharaab-ko muh-bhii  lagaavas
if  wou-ERG aleohol-ACC mouth-even adhere
to  maf tum-he chor duungii
thenI  wyou-to leave give
“If you as much as touch (the) alcohal, I'll leave you,”
€. ravi-ng sharaab-ko meh-bhii nahii lagaavaa
Ravi-ERG alcohol-ACC mouth-even not  adhered
‘Ravi didn’t even as much as touch the aloohol,

Suffixing -tak instead of -Bfil to the NPI results in a literal reading when the NPI appears
in the scope of a monotone decreasing expression, as shown in (28a). Here, as earlier, the
judgement mark # indicates that the literal reading is possible, but the NPI reading is not.

However, in an anti-additive context, shown in (28h), and in an antimorphic context,
shown in (28c), with -rak the NPQ is grammatical,

(28} a. #kam-hii log sharaab-ko muh-tak  lagaatee hai
few-ENCL people alcohol-ACC mouth-even adhere  are
‘Few people even touch alcohal,

b agar tum-ne sharsab-ko  mwferad logaavaa
if  you-ERG alcohol-ACC mouth-even adhers
0 mai tum-he chor duungii
thenl you-to leave give
‘If you as much as touch (the) alcohol, I'11 leave you.'
c. ravi-ne  sharasb-ko  mwh-tak nahil logaayaa
Ravi-ERG alcohol-AaCC mouth-even not  adhered
‘Ravi didn’t (even) touch the alcohaol.”

To take another example, wf karnaa, ‘o express distress’, is a strong NPI when it appears
without any suffix. Notice that in (29a) and (295) only the literal reading is available, which
is consistent with the fact that if karmae is a minimizer (Bolinger 1972). We will not go
inte the details of the behavior of Hindi minimizers here; this is considered in detail in
Vasishth 1998b.
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(29) a. #ganit-mE fel hone-par  kam-hii  vidyaarthii wf  karree hai
mathematics-in fail become-on few-ENCL students  ONOM do are
‘It matters to few students if they fail in mathematics,”
b. #agar tum-ne injekshan lagne-paruf i
if  you-ERG injection apply-on ONOM do
to  mai tum-he darpok samjhuun-gaa
thenl  wou-to coward consider-will
‘T'Il consider vou a coward if you make even a sound when you get the injection.”
€. Uus-ne sab-kuch bec daalaa lekin vimlaa-ne nf  nahii ki
(z)he-ERG everything sold gave but  Vimla-ERG ONOM not  did
‘{5 )he sold off everything, but Vimla didn’t show even the slightest distress.”

However, suffixing -bkii to wf karmaa transforms it into a weak NPL

(30} a. ganit-mé fel hone-par  kam-hii vidyaarthii wf-Bhii kartee hai

mathematics-in fail become-on few-ENCL students  OMOM-even do  are
‘Tt matters to few students if they fail in mathematics.”

b,  agar tum-ne wf-biii kii o mal wm-he darpok samjhuun-gaa
if  you-ERG ONOM-gven dothenl  you-to coward consider-will
“I'Il consider you a coward if you make even a sound,”

C. us-ne sab-kuch bec daalaa lekin vimlaa-ne wf~bhii nahii ki
{z)he-ERG everything so0ld gave but  Vimla-ERG ONOM-even not  did
‘{8 he sold off everything, but Vimla didn't show even the shghtest distress.”

Moreover, if -tak is suffixed instead of -Bhil, uf Earmea is transformed into a medium NPIL:

(31y a. ?Tgani-mé fel hone-par Kam-hil vidyaarths wfrak kartee hai
mathematics-in fail become-on few-ENCL students ONOM-evendo  are
‘It matters 1o few students if they fail in mathematics.”
b.  agar um-ne uf-rak kiito  twm-he darpok samjhoun-gaa
if  you-ERG ONOM-gven do then you-to coward consider-will
T'll consider you a coward if you make even a sound.”
<. us-ne sab-kuch bec daalaa lekin vimlaa-ne wf-rak nahii ki
(s}he-ERG everything sold gave but  Vimla-ERG ONOM-even not  did
‘(5)he sold off everything, but Vimla didn’t show even the slightest distress.’
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To summarize the conclusions one can draw from the foregoing data:

« Bare NPIs (Group I) are either strong or weak.

« Bhii NFIs (Group II), when they sppear without any suffix, are strong or medium,
but the WPIs become weak if -bfifi is suffixed.

s BhiifTak NPIs (Group IIT), when unsuffixed, are either strong, medium or weak, bt
suffixing -tiii makes them weak and suffixing -rek makes them medium,

These facts indicate that the presence of -Bhii is associated with the logically less restrictive
monotone decreasing context, while -fak 15 associated with the logically more restrictive
anti-additive context.

2.4 Some open questions

In this subsection, I mention several other related facts that could shed more light on the
ahove facts or are currently unaccounted for,

A natural question to ask is: why do -thil and -rak behave differently? One could argue
from a lexicalist perspective that they simply have the boolean alpebraic properties out-
limed in this paper. There are, however, some other differences between these two paricles.
I briefly mention these as a first step towards answering this question more comprehen-
sively, and begin by listing some of the obvious differences.

® -bhiiis a Sanskrit loanword, or a rarseme word, etymologically related to -api, ‘also’;
whereas, -tak is a tedblhagva loanword, taken from Middle Indo-Aryan reavarkea-,

# -bhii has all the properties of an even-NPIL, while -tak behaves partly like a wh-NPI
(Rullman 1996:7},

-bhit behaves like an inclusive focus particle (Konig 1991) since, for example, (a) it
15 correlated with conjunction; (b} it combines with interropative quantifiers like koi
to form “indefinite pronouns'; and (c) it is a pant of the concessive connective phir-
bhii, "even so”. All of these are properties associated with inclusive focus particles;
-tak has none of these charactenstics.

o In a sentence like raam-bhii nahiT agyaa, 'Ram also didn’™t come’, there is no scalar
presupposition that Ram was expected to come. However, in raam-tak nahil aayaa,
‘Even Ram didn't come’, a scalar presupposition exists to the effect that Bam was
expected to come. In this connection, Lahiri (1998:59) argues that when Raem is
focused, the utterance raam-bhii aayaa has an additional implicature to the effect
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that Bam was the least likely to come, but he adds that this extra implicature could
be the contribution of focus. He does not pursee this latter view, but this seems more
plausible to me, and is the subject of a different paper (Vasizhth 1997).

An interesting puzzle relates to an ordering constraint on -bhii and -tak when they co-
occur. In the case of all the Group ITI NPIs (Bhii/Tak NPIs), if both -bhii and -rak occur
simultaneously as suffixes, only the sequence -tak-bhii is permitted, never the sequence
~Bhii-rak. This is illustrated using one of the Group IIT NPIs.

(32) a. ramesh-ne aadmii-ko girte dekhaa
Ramesh-ERG man-ACC falling saw
lekin vo fas se mas-tak-bhii nahil huaa
but he budge an inch-even not  became

‘Ramesh saw the man fall, but he didn't budge an inch (1o help).”

b. *ramesh-ne  aadmii-ko girte  dekhaa
Ramesh-ERG man-ACC falling saw
lekin vo tas se mas-bhii-tak nahii huaa
but  he budge an inch-even not  became
‘Ramesh saw the man fall, but he didn't budge an inch (to help).”

¢. kam-hii log ramesh-ko girte dekhkar ras se mas-tak-bhii hue
few-ENCL people Ramesh-ACC falling seeing  budge an inch-even became
‘Few people saw Ramesh fall and budged an inch (to help).

d. *kam-hii log ramesh-ko girte dekhkar fas se mas-bhii-tak hoe
few-ENCL people Ramesh-AcCC falling sceing  budge an inch-even became
‘Few people saw Ramesh fall and budged an inch (to help).”

What seems to be happening here is that the weak suffix -Bhii must take wide scope over
the medium suffix -rak. Why this happens is still an open question.

3 Conclusion

Given the foregoing evidence from Hindi, we can conclude, firstly, that Hindi patterns
with English, Dutch, and Japanese in possessing weak, medium, and strong NPIs. This is
summanzed in Table 3.
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Tuble 3
weak NPT medium NPI strong MPI
English amy a bit Fealf b
Dutch kummen wiistaon ook maar iefs mals
Japanese hitokora-demo-marasy si}lﬂrile:-demﬂ-.:uru dare-mo
|I Hindi kisii-ko-bhii uf-tak karnaa sir-pair
monotone decreasing v & BEE
anti-additive ' ./ »
antimaorphic s | 4 4

Secondly, it 1s evident that Hindi NPIs present a somewhat more intricate behavior than
being simply weak, medium, or strong; an NPI's logical nature changes depending on the
Suffix it takes. Generally, if the suffix is -bkii, then NPl becomes weak, and if the suffix is
-tak, the NFPI becomes medium.

In sum, this paper revesls a new aspect of Hindi NPT, not present in the NPIs of lan-
guages studied by the Dutch and other linguists. The Hindi facts provide new insight into
the lagical properties of NPIs in language: we now know that although the pioneering
research by Ladusaw, Zwarts, van der Wouden, and others has revealed a systematic con-
nection between a hierarchy of negative contexts and NPIs, in languages like Hindi focus
perticles impose a further constraint on NP1 licensing. An indication that this exira con-
straint on MPIs is systematic cross-linguistically is the independent evidence from lapanese
(Vasishth 1993a).
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Bare-NP Adverbials and Adjunct Extraction”

Meal Whitman

“A special place to eat and drink.” That sign on a local restaurant brought to my attention
the issue of Bare-NP Adverbials. [ knew what they really meant was "a special place o
eat and drink ar," or even "a special place ar which to eat and drink,” but somehow, even
without the preposition, the phrase "a special place” was functioning adverbially. Clearly,
the management didn't mean for people to somehow physically eal and drink the
restaurant itself! After I'd noticed the restaurant sign, I became more aware of Bare-NF
Adverbials (BNPAsz) like the one on the sign in contexts other than infinitival relative
clauses. There are also finite BNPA relative clauses, and of course BNPAs that don't
occur in a relative clause at all,. BNPA structures aren't limited to those denoting place;
they can involve expressions of time, manner or reason as well. A few representative
examples are shown below:

(1) o Infinitival relative: “the day to meet”
b. Finite relative: "the reason (that) I called"

" Thanks to Bob Kasper, Craige Boberts, and Bob Levine for their useful suggestions on earlier drafts of
this paper, [t has besn much improved as a result of their comments, Remaining errors are, of course, my
0w
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¢. "Regular” BNPA: "Practice this way.”

In this paper, I offer an HFSG-style treatment of BNPAs that builds on previous
treatments of BNPAs while providing greater coverage of some phenomena that other
researchers have not (1o my knowledge) addressed. In section 1, | bnefly present the
prime facts about BNPAs that any explanation needs to deal with. In section 2, I present
the views of Larson (1983, 1985, 1987) and Kasper (1998) on BNPAs, and in the
following two sections propose my own explanations for additional BNPA-related facts
that Larson and Kasper do not examine. In section 5, I address adjunct extraction, an
issue that must be faced before any serious account of BNPAs can be made complete. In
section 6, | present an HPSG-style framework in which to carry out my synthesis of and
additions to previous approaches, employing the adjunct extraction constraints presented
in section 3.

1 The facts reviewed

One of the casiest observations to make about BNPAs is that only a few nouns ane
eligible 1o head them. Consider the data in (2), which includes some ungrammatical
BNPAs with the good ones. The data consist of mfinitival relative clauses, although the
results are equally valid for other BNPA constructions (with some exceptions noted in
section 3.
(2) . a place/spot Lo stay
. *a location to stay
. a place o go
. *a location o go
. a time to die

(MNote: also with day, vear, howr, moment, etc.)
*a period o die
. A way o talk
*a manner Lo Lalk
a reason Lo stay
*a purpose to stay

0o o

beis E- e B

The distinction is clearly neither syntactic nor semantic, since two identical structures, say
(2a) and (2Zb), with nearly synonymous heads (place, location) can differ in
grammaticality. Larson (1983, 1985, 1987) presenis similar data and judgments;
especially informative is chapter 2 of his 1983 dissertation. BNPAs of direction (They
went thar way) and duration of time (We stayed there six days) are possible, but the
remainder of this paper will not be focusing on them.
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2 Previous explanations
2.1 Larson (1983, 1985, 1987)

Given data like those in (2), Larson reasonably moves for a lexical solution. He proposes
that the selected words that can head BNPAs assign a case to themselves, instead of
having it assigned to them by a verb or preposition.  Specifically, (according to the most
recent version of his explanation) they optionally self-assign a general "Oblique” case,
which can then be further specified az +TEMP(oral). +LOC(ation), +DIR{ection) or
+MAN(ner), depending on the context (Larson 1985, 1987). With case thus assigned, a
BNPA is allowed to take its place in o sentence. (This explanation varies slightly from
that in Larson (1283}, in which he haz BNPAs subordinate to prepositionless PP nodes).
Funthermore, with case assigned, BNFA words can participate in adverbial relative
clauses in the same way that ordinary words with, say, an +ACC case-marking can
participate in an object-modifying relative clause (as in @ book to read). The optionality
of this case-marking keeps open the possibility of using BNPA words in non-adverbial
relative clawses, as in the place we visited.

Larson does not propose an Ohlique case of +REASON, and in fact, treats BNPA
adverbials with reqson separately from the others. In other words, Larson would
maintain that (2i, j) really don't belong with the rest of the data in (2), even though they
seem 0 have the very same structure, Strange as such a claim might sound, Larson
actually presents convineing evidence for it, and ultimately recommends treating a phrase
like the reason (thatfwhy) T left similarly to the cleim thar) T left, or the decision
fwhether) to po: as an NP plus a complement, with the twist that why is classified as a
complementizer instead of a relativizer like all its wh-friends. Of course, the reason ! left
and the claim that T left are semantically different in that in the latter, the clause T leff
identifies the claim, while in the former, f left is the result of the reason, However,
Larson points out that there can, in fact, be & “complex-NF” reading of a regson NP, as
seen in the following contrast:

(3 (from Larson (1983), (94])
a. [ left for the same reason that John left.
b, 1 left for the simple reason that John left,

In sentence (3b), John left identifies the reason, just as [ left identifics the claim in the
claim thar [ lefi. To account for the two different ways of interpreting a head-complement
phrase headed by regson, Larson attributes the relative-clause meaning (as in (3a)), to the
entire relative clause construction (Larson 1983), an approach that parallels Sag's (1997)
treatment of relative clauses, which will be described in section 6.
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2.2 Kasper (1998)

Kasper also puts forth a lexically-based explanation of BNPAs, showing how they can be
handled by his general treatment of "recursive modification” in HPSG. Omne of the
clasmed advantages of Kasper's system is the ability to represent words that have the
same basic meaning as a single definition, even though they may behave quite differently
depending on syntactic usage. The prime example of these different-behaving but same-
meaning words is attributive vs. predicative adjectives. While Pollard and Sag (1994)
would treat an attributive and predicative version of the same adjective as two
homophonous lexical entries, Kasper's formalization allows both usages to be contained
in a single {underspecified) entry. Kasper then shows how his scheme could be applied to
other modifiers, including adverbs and (the relevant part for our purposes) BNPA words,
which, like atributive and predicative adjectives, have basically the same meaning
wherever they appear, but make radically different meaning contributions depending on
how they are used. For instance, place always has the same basic meaning of “place,”
even though it functions as a direct object in Search the place and as an adverb in live
someplace. The basic, constant meaning is what Kasper calls a sign’s ICONT (mnemonic
for imternal content), while the ECONT (external comrent) carries the more specific
meaning contribution that will depend on how the sign is used.

An example will be helpful at this point. Kasper gives a general template for
locative BNPA heads, which can be used to represent BNFA words of place or time.
This template is shown in (4), but has been specified so that it represents place:

(4)  HPSG specification for place (adapied from Kas.pcr{l_m}l
PRa
i H[Lﬂmmﬂ [3]]

HEAD|MOD| | icoNT | INDEX [3] g
ECONT [4]

plince
cont| moex[i]
RESTR |INST[1]

L 4

Maotice first that Kasper gives a disjunctive MOD value for a BNPA lexical head, one
digjunct of which is none, This disjunction allows a word like place to be used either as a
modifier, as when it occurs in a BNPA, or as & regular noun, as when it appears as a
normal subject or object. Here we will concentrate on the first disjunct, to see how a VP
is modified. It will be noticed first that MOD has been split up into three features, one of
which is the ICONT that was mentioned above. The reason ICONT is tucked away inside
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the MOD valuc is that it is part of Kasper's means of handling recursive modification,
which does not concern us directly here.  All we need 1o know night now is that the
ICONT for this word will be the same as the CONT, which contains the “place” meaning.
The ARG feature, meanwhile, serves the same purpose as MOD used to do all by itself;
it keeps track of what is being modified. In this case, if something is being modified, it
will have ta be a pioa (parametrized stare of affairs) -- in other words, a VP. As for the
ECONT, whose job is to combine the basic content of place with the content of whatever
is modified, its value here is [4]: the same VP as is being modified, cxcept that the
feature LOCATION has now been filled in with the variable from ICONT|INDEX. Thus,
place has preserved its individual meaning in its ICONT value, and still made an
adverbial contribution by way of its ECONT specification. The only trouble now is
ensuring that this ECONT wvalue becomes the CONT for the entire phrase. As the
Semantics Principle is currently stated, the CONT of a head-adjunct phrase will be that of
its adjunct daughter. But the CONT for place is not what we want; we want itls ECONT.
Therefore, Kasper restates the Semantics Principle as shown in (5), with the phrass’s
CONT coming from the adjunct daughter’s ECONT. Note also the identification of the
adjunct daughter's ICONT with its CONT. This structure sharing happens only at the
phrase-daughter level, to allow for recursion. If the lexical entry for place had decreed
that its ITCONT and CONT were the same, trouble would arise in cases where adverbial
place iz modified, as in They staved every known place.

(5)  Semantics Principle for Head-Adjunct phrascs (Kasper (19981
ADJUNCT DAUGHTER ~ HEAD DAUGHTER

|' ARG [4]
| HEAD |MoD| 100Nt [3] HEAD 1]
| ECONT [2] [{CGNTBJ

fol =erelf—struc
HEAD 1]

conT [2] LCDNTh]

Al this point we are ready to dissect sleep every place, whose phrase structure tree
appears in {6). The lexical entry for place is for the most part copied from (4). The
phrase every place is much the same as for the word place, but now the Semantics
Principle comes into effect, identifying the CONT with the ICONT, shown by the
boldface tag [8] on ICONT. As a result of this identification, the INDEX and
RESTR|INST values in the CONT are now identified with the [3] from ICONTINDEX.
This is also shown with a boldface tag. Finally, the entire phrase has CONT [4], the same
as the ECONT for every place, with roles for SLEEPER and LOCATION specified,
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PHOM {.vkrp EVErF jfﬂn\'}

steep
SLEEPER [-a]‘]

Locamio [s

[t {every place)
mm[m[.{; i

HE.ND[I]\'IDD ICONT [3]| NDEX E-i]
ECONT [4]mm

e [3]
e

e

ool eoub] ™

]

[ ovon{ o)

iueas 2] o] scow | sese [s]

172
(6)  Derivation for sleep every place
m[‘{
PHON { stvep)
ezl
s {rven )

mean | seecfi]
o]

£conT [5] e

st

0T
- [”"[:;n]]

Though Kasper does not address BNPAs of manner, they could be handled
similarly. Below is a lexical specification for way:
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(T} HPSG specification for a manner BNPA lexical head

[ VP ]
ARG
[L‘um’ 4] pm:]

HEAD|MOD| | 100NT|RESTR [2] p—
ECONT [z ]psoa

NDEX 1] -|-|

fLEEry.

CONT

RESTR | 15T [1] j
L ARG [4 IJ

Here, the CONT of the modified VP, [4], is affected differently from the way seen above,
Rather than sharing its LOCATION value with way's ICONT, it submits its entire CONT
to be the ARGument for the CONT[RESTR of way, By the Semantics Principle, this
CONT will be equated with way's ICONT, [2], which is also the value of ECONT, which
is ultimately the content of the entire head-adjunct phrase. An example using this lexical
entry (walk this way) appears in (8) on the following page. The phrase this way structure-
shares its ICONT with its CONT, again shown by the boldfaced tag [B]. A boldface [5]
shows the consequent sharing of the RESTR value between ICONT and CONT. By the
lexical gpecification for way, this RESTR [5] i the same as the ECONT. This value
becomes the value for the entire phrase walk this way.

Two ways of lexically specifyving BNPA words have been given in (4) and (7).
What do they have in common? In other words, what unites these specifications such that
words like place, day and way can be considered a distinet family of words? The answer
is: the digjunctive MOD value. For adverbs, the only appropriate MOD value will be a
bundle of the features ARG, ICONT and ECONT. For most nouns the only sppropriate
value for MOD will be none. But for adjectives, and the select set of nouns that can act
as BNPA lexical heads, the lexical entry will have a disjunction, with one disjunct being
the ARG-ICONT-ECONT bundle and the other being none. The distinction between
adjectives and BNPA words is that for u BNPA lexical head, the nonempty MOD disjunct
has ARG: VP instead of ARG:N". As it turns out, this definition of the lexical marking of
BNPA heads will need 1o be modified slightly after adjunct extraction has been discussed,
but the basic idea will remain the same.

Some may take issue with the specific semantic wiring chosen for BNPA
adverbials. For example, place and time adverbials add information to a VP's content,
while a manner adverbial takes that entire contenl as its argument. One could argue for
having manner adverbials fill in a MANNER atiribute within the VP's CONT, or



174 BARE-NP ADVERBIALS AND ADIUNCT EXTRACTION

conversely, having time and place adverbials act as semantic functors with the modified
WP as an argument. Whether one agrees with the reatment shown here, or chooses one
of the two just mentioned, or opts for a different one entirely does not matter. It is a
word's disjunctive MOD specification, not the specifics of its semantic contribution, that

determine its membership in the BNPA family.

(8)  Denvation for walk rhr':; way

cont[s

ik e 1y A
/m
uean [z]jmoo

i ] looser le-l]

|:PHCIh’I:wn't}

bl comld Hﬂ]

{mn { s

uean jseecfi]
=
L pesTNG o

00N {watk shis way )

mstfr]

ml{

walk
waLken [»

moex [7]

=y

oo ] m{s][m{:]

analfs

 pHON j{m}

wan 2 m&[
ssi]] sem (]

TRIDEX

soon o} resa 5]
| econt [s] puoa

cont] m[mm

H

ara [3]conT [s] paoe
iconT mex s |
EconT [3] pros

k1

ara [¢]

|
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In fact, that last thought should be emphasized: A word is not just @ BNPA word
when its MOD value is nonempty. If it has the disjunctive MOD value of the type
discussed here, it will have the properties of BNPA words even if its MOD is none. To
illustrate, consider the verb behave, which subcategorizes for an adverbial. In a phrase
like behave this way, as Bob Levine (p.c.) points out, the MOD value for this way is none.
Even so, it is being used without a preposition, because way is a BNPA word. In all the
data that will be explored in sections 3 and 4, it will make no difference whether the
chozen verb subcategorizes for a place or manner (or thearetically, temporal) adverbial or
not. These facts are just further evidence that BNPAs are a lexical phenomenon, not a
syniactic or semantic one.

2.3 In summary: advantages and drawbacks

Both Larson and Kasper have useful ingredients in their solutions. Each treats BNPAs on
a lexical basis, which is the most reasonable tack to take; and each has some mechanism
by which a BNPA can specify another thematic role in a VP's content, which is something
that will have 1o take place somehow in any explanation. Larson's story has an advantage
over Kasper's in that it takes into account the peculiar behavior of reason in BNPA
constructions {which we'll look at shortly), and specifically puts forth a separate account
for it. Kasper's has an advantage over Larson’s in that it is formally more rigorous.
However, neither account explains all the data about BNPA behavior; it is to these
unexplained phenomena that 1 now tum.

3 Non-relative BNPAs: Not just any determiner is allowed
3.1 Overview

The first aspect of BNPAs that provious explanations fail to capture is that even the
words that can function as BMPAs cannot do so entirely freely. Specifically, not just any
determiner can combine with a BNPA word, as is shown in (9), below. Note that with
some phrases containing place, there is a corresponding lexicalized form, specifically,
someplace, everyplace, and noplace. These lexicalizations cause confusion in that they
are often acceptable where their phrasal counterparts are not; for example, Kim lived
someplace is fine, while Kim lived some place is questionable. More will be said about
this issue later, but in reviewing the grammaticality judgments in (9a), the distinction
between these phrases and their lexical counterparts should be bome in mind.

k)] a. place b. day (or time, night, vear, kour,
Monday, eic.)
i. *Kim lived a place i. *Kim sang a day
it. *Kim lived the place it. *Kim sang the day
iii. ?Kim lived some place iii. *Kim sang some day

=

. TKim lived every place iv. Kim sang every day




176 BARE-NFP ADVERBIALS AND ADIUNCT EXTRACTION

v. TKim lived no place v. TKim sang no day

vi. *Kim lived this place vi. Kim sang this day

vii, *Kim lived that place vii. Kim sang that day

viii, *Kim lived my place viii, TKim sang my day

ix. Kim lived many places ix. Kim sang many days

x. Kim lived two places % TKim sang two days

xi. What place did Kim live? xi. What day did Kim sing?
C. way d. reason

i, *Kim slept a way i, *Kim stayed a reason

ii. *Kim slept the way ii. *Kim stayed the reason

iii. TKim slept some way iii. *Kim stayed some reason

iv. Kim slept every way iv. *Kim stayed every reason

¥, *Kim slept no way v, *Kim stayed no reason

vi. Kim slept this way vi. *Kim stayed this reason

vii. Kim slept that way vii. *Kim stayed that reason

viil. Kim slept my way viil. *Kim stayed my reason

ix. Kim slept many ways ix.*Kim stayed many reasons

x. Kim slept two ways x. *Kim stayed two reasons

xi. What way did Kim sleep? xi. TWhat reason did Kim stay?

3.2 A non-problem: the reason data

Some of the data above can be dismissed out of hand: the data in (6d) can be handled
without any explanation beyond that provided by Larson. Larson (1983) predicts that no
(non-relative) BNPAs are possible with reason, simply because reason doesn’t have the
lexical permission slip w0 act as an adverb the way place, way and time words do (as
mentioned in section 2.1). His prediction, as verified in (6d), is true for the most part, A
problem arises with (9d.xi), which Larson predicts should be ungrammatical. But in
some dialects, it is acceptable, and even in my dialect (where it is unacceptable), it is not
quite as bad as the other reason BNPAs.

There are two ways to explain the possible grammaticality of (9d.xi). One is to go
back and give reqson permission to participate in BNPA expressions, but then we are
faced with explaining the ungrammaticality of (9d.i-x), as well as re-explaining all the
facts that motivated Larson'’s explanation in the first place.

The second way is just to say that the collocation Wiar reason has itself acquired
the meaning of why. This "lexical wastebasket" solution might not be as unpalatable as it
sounds, since at least one other language appears (o have done exactly the same thing.
Consider the sentence in (10), from ChiNdali, a Banu language spoken in Malawi
(Stewart (1997)):
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(100 Chifukwa chili ndangabuka munyumba?
chi-fukwachi-li  n- ta- 0- nga-buka mu-ny-umba
T-reason T-which lsg-Neg-Pres-can-go  18-9-houss
"Why can't I go into the house?"

Chifikwa chili "reason which” is translated as "Why," which shows that such a
relexicalization is not unprecedented. (Mote furthermore that the phrase here is working
as 4 BNPA: there is no affix or adposition to change the NP into an adverb.) This
example is also further crosslinguistic evidence of a basic difference between reason
adverbs and the others. Specifically, in ChiNdali, the first element of & sentence -
whether or not it is the verb's subject -- in most cages must agree grammatically with the
verb. These initial phrases can include locatives (indeed, locatives are the focus of
Stewart (1997)). When a reason adverbial phrase is fromted, however, there is no
agreement with the verb; the only agreement seen here is the noun-class agreement within
the phrase (showing that this noun belongs to class 7), manifested in the chi- prefixes.

I have no strong preference for this last solution or the previous one, and will not
sttempt to choose one of them here. The important finding is that Larson's 1983 account,
with some minor additions, suceessfully explains the behavior of regson with the various
determiners; therefore, my attempts at explanation need not cover thiz pround.

33 A real problem: the rest of the data

The BNPAs of place, time and manner are more difficult to explain. However, before an
atempl is made to explain all the unacceptable determiner+BNPA combinations, it
should be noted that in some cases, the utterances sound bad even with a preposition, as
seenin (11):

(11} a place
i. *Kim lived a place f *Kim lived in a place
ii. *Kim lived the place / *Kimn lived in the place’
iii. TKim lived some place / 7Kim lived in some place
iv. 7Kim lived every place / 7Kim lived in every place
v. TKim lived no place / Kim lived in no place

b. day (or time, night, vear, howr, Monday, etc.)
i. *Kim sang a day / *Kim sung on & day
ii. *Kim sang the day / *Kim sang on the day’

Kim ltved in the place s sctually seceptable when il is an instance of epithet anaphora, for example, in
responss o0 Has Kim ever been o Columbur? However, since oufside such a context this sentence i
ungrammiatical, | have marked it as such in this daia set.

% Likewise, T have marked Kim sang on the day as ungrammatical, even though it might not be so bad in
some dinlects if in response o o question like War did Kim do on her birthday 7
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iii. *Kim sang some day / *Kim sang on some day
v. TKim sang no day / 7Kim sang on no day
viii. TKim sang my day / "Kim sang on my day

€. way

i. *Kim slept a way / *Kim slept in a way

ii. *Kim slept the way / *Kim slept in the way

iii. TKim slept some way / TKim slept in some way
v. *Kim slept no way / *Kim slept in no way

There is a good possibility, then, that the badness of BNPAS in (11) is not really
our problem. Perhaps whatever explains why the prepositional adverbials here are no
good will account for the corresponding BNPAs as well. Such an explanation would
probably not be syntactic, since both BNPAs and PPs are occurring in the exact same
sentence structures here. A semantic explanation is not impossible, but will be difficult
to formulate, given the different behavior of the same determiner in different types of
adverbials as seen above. Therefore, a pragmatic explanation might be a reasonable
hypothesis. However, although there is some tantalizing evidence supporting a pragmatic
approach, in the end there are too many unanswered questions o claim this issue can be
resolved pragmatically,

In suppart of a pragmatic explanation, there is the data in (12). As can be seen, in
most cases the addition of some context improves the situation.

(12} a place
1. *Kim lived a place that I liked to visit / Kim lived in a place that I liked to visit
ii. *Kim lived the place that | hked to visit/ Kim lived in the place that I liked to
wisit
iii. Kim lived some place that I liked to visit / Kim lived in some place that I
liked 1o visit
iv. Kim lived every place that I liked to visit / Kim lived in every place that |
liked to visit
v. Kim lived no place that [ liked to visit / Kim lived in no place that I liked w
visit

b. day (or rime, night, vear, howr, Monday, etc.}

i. Kim zang a day that I remember well / Kim sang on a day that [ remember well

ii. Kim sang the day that | remember well / Kim sang on the day that I remember
well

iii. 7Kim sang some day that | remember well / 7Kim sang on some day that [
remember well

v, TKim sang no day that I remember well £ TKim sang on no day that [ remember
well
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viii. TKim sang my day, which was Saturday / 7Kim sang on my day, which was
Saturday

. way
i. Kim slept a way that I recommended / Kim slept in 2 way that [ recommended
ii. Kim slept the way that T recommended / Kim slept in the way that [

recommended

iii. Kim slept some way that | recommended / Kim slept in some way that 1
recommended

v. Kim slept no way that 1 recommended / Kim slept in no way that |
recommended

Some of the above data makes sense. For example, sentences with the indefinite article
such as *Kim lived (in) a place could reasonably be deemed infelicitous because they are
s0 uninformative: Kim's living at all entails that there is some place where she lived.
But even here, there is already evidence against a pragmatic approach, in that there are
some cases where having more context does not improve the sentence (the first senfences
in 12a.i-1i, and the sentences in 12b.ii, v, viil, though judgments vary). Furthermore, a
pragmatic explanation cannot easily explain why the definite articles in (11) would be
infelicitous in the first place. To use a place example again, *Kim lived the place should
be a perfectly informative sentence, since saying that Kim lived does not entail that she
lived in some particular known place.

Of course, even if all the sentences in (12) were improved by context, there are
still the determiners that were omitted in (11), some of which do not fit the patiemm of
matching grammaticality between BNPAs and PPs. For example, in place adverbials,
this, thar and possessives sound bad only with BWPAs, but improve when a preposition is
present (13a-c). Just the opposite occurs in (13d): every in a time adverbial. As can be
seen, every is fine in a time BMNPA, but adding a preposition actually decreases its
acceplability:

(13) a. *Kim lived this place / Kim lived in this place
b. *Kim lived that place / Kim lived in that place
¢. *Kim lived my place f Kim lived in my place

d. Kim sang every day / TKim sang on every day

A pragmatic explanation would have nothing to say about the data in {13).

All these factors are grounds for not adopting a pragmatic explanation for what
determiners can appear in BNPAs. Not even the slippery distinction between every place
and everyplace (and the cormesponding forms with some and mo) can be tumed into a basis
for an explanation: such an explanation would, after all, only apply to place adverbials.
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3.4 Emerging conclusion: place BNPAs are different

Even though it has been determined above that syntactic, and, so far, pragmatic accounts
will not be able to clarfy the situation with determiners and BNPAs, there is still
something that can be salvaged from the data examined in (9-14). All in all, place
BNPAs are tumning out to behave somewhat differently from those of time or manner.
Motice that the determiners shown in (13) are all in place BNPAs, and recall that in (12),
it was only the place adverbials that were unguestionably not improved by the addition of
context. Thuos, the most cautious conclusion is that place BNPAs simply cannot be
formed with a, the, this, that, and possibly possessive determiners’. Why this should be
the case is an open question, but it is evidence that place BNPAs are somehow different
from other kinds.

3.5 A final complication

Before moving 1o section 4, one last wrinkle must be noted. In the case of the, there are a
very few situations in which it can be used in a place BNPA (example 14b due to Levine
(pc.)k

(14) a. Kim lived the same place that Sandy did.
b. Kim lived the only/one place that she could afford.

This fact seems o point (o a semantic explanation for why the (and perhaps o, this, and
that) cannot be used in place BNPAs, but on the ather hand, data like those in (13) show
that semantics alone cannot fully explain the situation. Thercfore, 1 suspect that the final
account will manage 1o identify some common semantic property of this, thar, a, and rhe
(but not the samee), which will be incorporated into a lexical constraint on the word place
that forbids it o select determiners having this property.

4 HRelative BNFAs: Some prepositions aren't optional -- they're forbidden!

? There is a clean explanation for one item in (13): the anomakous *Kim stayed my plrce. This senbence
can be explained in terms of the specialized meaning of place to mean ‘dwelling. home” when it appears
afier a possessive. 17 it is accepted that there are two lexical entries for place: placel with the more general
meaning and BNFA eligibility, and place? with the specialized "home' meaning and no BNPA eligibility -
then it makes perfect sense that *Kim sayed my place? should be ungrammatical, since placel is not a
BNFA word.  Implicit 1n this claim is the prediction that with sufficient context, Kim mayved mey pﬁcr}'
would be grammatical. Unﬁ'n'lunuh:ly. plece? seems o have quite a strong claim o the 1H!'iWT:|" [l:lll-o‘wing_a
possessive, and it is difficult 10 construct o context strong enowgh e make a listener hear o phrase like my
Place as my plece ] instead of my place2. For this reason, such a hypothesis is hard o test, bat in any case,
it cannod be dispuated that place does indeed have the specialized meaning of ‘home” following a possessive,
and it is pot unreasonable that this separate meaning could have a separaie, non-BNPA-cligible lexical
eniry. OfF course, even if the preceding explanation is tae, it is still possible that my is also forbidden by
whatever factor disallows a. the, this, and thay,
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4.1 Overview

The other aspect of BWPA behavior that previous treatments fail to address concerns
EMNPAs in relative clauses. As can be s2en in (15), some bare adverbial relative clauses
not only are ahle to survive without a preposition at the end, but actually forbid one o be
there. That is, in some cases, a BNPA version of a relative clause exists alongside the
version that has a preposition (15a, b), and in some cases the BNPA version is the only

option (15c-h):
(15) a. the place to stay (at)

. no place we staved (at)

. any day to sing (*on)

what day we sang (*on)
every way to speak (*in)

. the way you speak (*in)

no reason to go (*for)

. two reasons she went (*for)

:rqq LB =N = -

Meither Larson nor Kasper makes any provision to rule out stranding for any of the head
nouns seen above. In fact, Larson (1983: 44-45) claims that "any NP which can appear as
the object of a preposition™ can head wp a bare adverbial relative with a stranded
preposition, which the data in (15) directly contradict.

4.2 Cruising the BARs

As we begin to look for an explanation for this problem, the first thing to notice is that
preposition stranding in adverbial relatives (like the determiners in section 3) is not really
o pure BNPA issue: even though we declared reason not to be a BNPA word, it is
behaving like one in disallowing preposition stranding. Therefore, 2 unified explanation
of the data in (15) cannot be put entirely in terms of BNPA words. Instead, we will need
to refer to a class of words that have in common whatever it is that unites reason with the
BNPA words. That common trait, [ suggest, is the ability to be modified by a bare
adverbial relative clause (i.e., one without an overt relativizer, like those in (15)), and 1
accordingly call this set the set of Blare) A(dverbial) Rielative) words. BAR words
suggest a canonical adverbial relation that helds with respect to the verb that occurs in the
adverbial relative clause. For example, the phrase the place we stayed can never be
interpreted as the place why we stayed; it has to be interpreted as something like the place
where we stayed. Likewise, the day the music died has 1o be interpreted the day when the
music died. Recognizing this family of words has the advantage of filling in a hole in
Larson’s explanation of reason adverbials. Recall that he pointed out two possible
readings for the phrase reason (that) Bill left: one was the true adverbial reading, and the
other was the "complex-NP” reading (more easily gotten when the phrase appears as the
simple reason that ...). However, the situation as Larson left it would seem to allow the
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analogous claim thar Bill lefi also to have two readings, one of which was some kind of
adverbial reading instead of the cormect complex-NP reading.  If reason is in a scparate
class of words that allow the formation of these bare adverbial relatives, nothing more
need be said about other complex NPs.

To clinch the status of BNPA words as a subset of BAR words, consider the fact
that for non-BAR words (for instance, cai), there can be no BNPA, no matter what
adverbial relation it bears to the verb, as seen in (16);

(16) a modified by a BAR b. used in a BNPA
i, acat to live ®*{with) i. I lived *(with) a cat. Accompaniment
ii. a cat to talk *(to) ii. I talked *(to) a cat. Benefactive ()

iii. acatto buy food *(for) iii. I bought food *(for) a cat. Benefactive
iv. acat to give the toy *(to) iv. I gave atoy *(to) acat. Indirect object
¥. acatto clean up *(after) v. Icleaned up *(after) a cat. Other

Since BNPAs are a subset of BAR words, describing when prepositions can be stranded
in bare adverbial relative clauses will auomatically cover preposition-stranding in
adverbial relative clauses with bare NPs. Such a descniption follows in section 4.3.

4.3 A rule for preposition-stranding

A reasonable question that could be asked about the data in (15) 15 whether it is truly a
property of BAR words that they forbid preposition stranding in non-place adverbials, or
whether the ungrammaticality of (13¢-h) is related to what determiner appears with the
BAR word, or whether the relative adverbial is finite (the place we stayed) or infinitival
(the place to stay), or the semantics of the VP in the following relative clauses. In fact,
the type of determiner docs not seem to bear on the grammaticality of a bare adverbial
relative. Even a and rhe, which behaved so differently from other determiners in non-
relative BNPAs, follow the same patterns as the other determiners when il comes (o
preposition stranding. (The examples in this section will use @, the, and every, but the
results also hold for me, some, this, thar, cardinal numbers and possessives.) Nor did
infinitival status have an effect on grammaticality. (The examples to follow use
infinitival BARs, but the results apply also to finite BARs.) Concerning the semantics of
the VP, several factors were tested: whether the VP had an "implicit” argument of place,
time, or manner; whether it was telic or atelic; and whether it consisted of a single verb.
Though these tests do not exhaust the ways of semantically classifying VPs, the tests that
were done do suggest that BAR words have an inherent property that affects preposition
stranding with them.

Before the “implicit argument™ hypothesis can be tested, “implicit argument®
should be defined. Since in many (if not most) sentences, there is a place and time in
which the event takes place, it could be said that most verbs already have implicit
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arguments of place and time. Nevertheless, for a verb like stay, there is a tighter link to
the idea of location, One useful cmieron for capturing this kind of implicit
argumenthood is whether it is possible to define the verb without referring to the idea of
location or time. As it turns out, there are very few verbs that satisfy this definition. For
an implicit argument of place, stay may be the only relevant verb. For an implicit
argument of time, the best examples are be earlyfare. For manner, there is behave. (OF
course, with befave, a manner adverbial is an explicit as well as implicit argument.) The
test results are shown in {17).

(17 A, Implicit argument of place: sray
i, Determiner a
a. a place to stay at
b. *aday to stay on
C. *a way lo slay in
ii. Determiner the
a. the place to stay at
b, *the day to stay on
c. *the way o stay in
iil. Determiner every
a. every place to stay at
b. *every day to stay on
€. Yevery way Lo stay in
B. Implicit argument of tme: e lare
i. Determiner a
a *aplace to be late at
b. 7aday to be late on
€. *a way to he late in
ii. Determiner the
4. *the place to be late at
b. “the day to be late on
¢. *the way to be late in
iii. Determiner every
a. ®every place to be late at
b, Tevery day to be late on
€. *every way to be late in
C. Implicit argument of manner: befave’
i. Determiner a
a. Ta place to behave well at
b. 7aday to behave well on

* Since behave requires an explicit argument of manner. it has been provided one (well) in the place and
time BARs.
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¢. *a way to behave in

ii. Determiner the
a. Tthe place o behave well a
b. ?the day to behave well on
¢, *the way to behave in

iii. Determiner every
a. Tevery place to behave well at
b. *every day to behave well on
¢. “every way to behave in

Though having an implicit argument of time does seem 1o help the ime BARs (they are
questionable, but not outright wrong), there are two reasons that this cannot be the
explanation we are looking for. First, the manner adverbials are not improved at all when
a verb with an implicit argument of manner (befuave) is used. Second, with place BARs,
some verbs that do not have an implicit place argument are not ungrammatical; for
cxample, fa place to behave well ar, as seen in (14.C.i.a), and a place to ear af, as
discussed at the beginning of this paper.

Telicity likewise does not hold the key to accounting for preposition stranding
with BAR. words. Whether a verb is telic or atelic, it may be good in some BARs, and bad
in others, as seen in {18):

(18) A, Telic verh: die
i, Determiner a
a. a place to die at
b. ?aday to die on
c. *away to dic in
ii. Determiner the
a. the place to die at
b. ?the day to die on
¢, *the way to dic in
iii. Determiner every
a. every place to die at
b. Tevery day to die on
¢. *every way to dic in
B. Atelic verb: sleep
1. Determiner a
4, a place to sleep at
b. 7aday to sleep on
¢. *a way o sleep in
it. Determiner the
a. the place to sleep at
b. 7the day to sleep on
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¢. *the way to sleep in
iii. Determiner every

a. every place to sleep at

b. Zevery day to slesp on

¢, *every way to sleep in

The pattern thal is emerging is that manner BARs cannot have stranded
prepositions, while place and time BARs sometimes can.  This pattern is also bome out
when controlling for single- or multiple-word VPs, though this test has not been shown.
Put another way, stranded prepositions in BARs must denote physical or temporal
location. Such a constraint comectly rules out all the stranded prepositions in manner
BARs, and allows for stranded prepozitions to be grammatical in place and time BARs. Tt
can be encoded as shown in {19):

(19)  Rule for preposition stranding in relative adverbials
HEAD prep

ol | = o=

This constraint states that if a preposition 15 stranded by a BAR word (in other words, has
a BAR+ gap-synsem as its complement), then that preposition must have a nominal
object as its content (i.e., must denote spatiotemporal location).

Now, according to (19), all preposition stranding in place or time BARs should be
acceptable. It will not rule out the questionable or ungrammatical examples of stranded
prepositions in place or time BARS, such as *a place fo sing at, or *the day to swim on.
Monetheless, I believe the constraint stated in (19) is on the right track for two reasons.
First, it does filter out the siranded prepositions in manner BARs, which are uniformly
bad. Second, many of the judgments of ungrammaticality in place or ume BARs are
mare open to dispute. Some people will judge them as completely grammatical, others as
completely ungrammatical, and others take the position that, "T wouldn't say it myself, but
I would understand it." This suggests that other factors are at work which we should not
expect the syntactic/semantic rule above to capture. (For those who categonically reject
time BARs with stranded prepositions, (19) could be refined to have the content of the
preposition denote physical locations only.}

Mow that the issues of determiners and preposition stranding have been addressed
at least to the point of getting the facts right, we can stant to formalize how BNPAs will
be handled. To do that, though, we need to settle another vexing issue: adjunct
extraction.
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5 Adjunct extraction
5.1 Complements and adjuncts

Much has been written over several decades on what the proper definition of
complements and adjuncts should be. The most basic rule of thumb is that a complement
i5 an element that is required to be present by some word or phrase (a verb, in our case),
while an adjunct is optional. This rule, however, quickly runs into trouble when a verb
like ear is considered: sometimes it takes a direct object, and sometimes it does nol.
Since direct objects are considered ome of the most prototypical examples of
complements, it would seem that for ear, a direct object is an optional complement.
Conversely, adverbs are considered some of the most prototypical adjuncts, but there are
the rare verbs that require an adverb to follow them: rfrear, behave. Thus, the adverbs in
these cases are usually deemed complements. There are other diagnostics for determining
whether a phrase is an adjunct or a complement (iterability, nature of semantic
contribution, among othersy, but none has vet been able to give foolproof results in all
cases. Here, too, an ultimate definition that distinguishes adjuncts from complements
will not be antempted (though a syntactic diagnostic will be used to distinguish the two
categories in English); instead, the focus will be on extracting them.

5.1 Adjunct extraction is extraction

Extraction is the term wsed, even in non-transformational approaches, to denote the kind
of filler-gap dependency seen in sentences like Who do you like? Like is a transitive verb;
it requires an NP to follow it; since no NP follows it in this sentence, there is said to be a
gap. But what of a sentence like When did you ear? Ear doesn't require a time-adverb to
follow it, s is there a gap commesponding to the adjunct when or not? If there is not, then
adjunct extraction does not really exist at all.

Conclusive evidence is difficult, though not impossible, to find in English; there
are. however, a number of languages with richer morphology that overtly mark a verb
phrase when something has been extracted from it, so that a diagnosis is relatively simple.
Hukari and Levine (1995) find that in such languages, in sentences like When did you
ear?, the VPs are marked morphologically in just the same way as they are in sentences
like Who do vou like? Extensive cross-linguistic evidence 1o this effect is arrayed in their
atticle, from such diverse sources as o make it almost incontestable that adjunct
extraction is real, and maybe even universal. Morcover, even in the morphologically
uninformative English, they adduce evidence, based on strong and weak crossover
effects, that adjuncis are extracted in the same way as complements.
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5.3 What ahout traces?
5.3.1 No traces assumed

Given that adjunct extraction exists, the next question is how it works. One of the first
decisions that needs to be made is whether extraction operates with or without traces, 1
will be assuming a traceless theory for lwo reasons. First, there are the telling examples
in Pollard and Sag (1994) (p. 377), tuken from Pickering and Barry (1991 ):

(200 Which box did you put the very large and beautifully decerated wedding
cake bought from the expensive bakery in __?

(21)  In which box did you put the very large and beautifully decorated wedding
cake bought from the expensive bakery _ 7

Assuming that traces are real, both sentences would have a trace at the end, separated
from the filler by a long, rambling NP; thus, each sentence should be egually difficult o
process. The second sentence, however, is much easier to process. Pickering and Barry's
explanation is that a filler is not held in a listener's memory until its frace is encountered,
but anly until whatever element calls for the filler (in this case, the verb pur) is processed.
This argument joing forces with anather convincing point in Fodor & Sag (1994), They
challenge one of the traditional pieces of evidence taken to prove the existence of traces,
specifically, the idea that a trace blocks contractions, as in:

(22} Who do you want __ to sing the national anthem?
*Who do you wanna sing the naticnal anthem?

If this claim were really true. they say, it would be impossible to zet sentences like this:
{23)  Who do you think's gonna win?

The above evidence does not rule out the existence of traces, but it does call into question
the evidence that has been used to promote them. Therefore, it will be tuken as the null
hypothesis here that traces do not exist. The formal machinery of extraction, especially
adjunct extraction, becomes more difficull with no traces allowed. Nevertheless, traces
will play no part in the explanation of adjunct extraction to follow.

5.3.2 Consequences of not having traces

Levine (1997) presents some significant problems for a traceless adjunct-extraction
theory. He observes thal traceless extraction of complements is relatively easy to
accomplish, since a traceless extraction rule is allowed to take any element on a lexical
head's COMPS list and put it into the SLASH set. Thus, a filler can be processed as soon
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as the lexical head that subcategorizes for it, and therefore has an appropriate value in its
SLASH set. 12 encountered. The very definition of adjuncis, however, i that they are not
subcategorized for: they do not appear on the COMPS list. Consequently, they cannot be
removed from the COMPS list, and the SLASH set can keep no record of them when they
are extracted. Traceless extraction of adjuncts is therefore impossible unless some way
can be found to put them into a verb’s SLASH ser.

There are two ways of accomplishing this aim. One is to have a lexical rule put
extracted adjuncts directly into a verb's SLASH set. However, this approach (known as
an adjunct extraction lexical rule, or AELR) runs aground when there is more than one
adjunct, Levine gives the following example:

(24)  a. Robin washed the car frequently rather rarely.
b. Rather rarely, Robin washed the car frequently.

Sentences a and b above should have the same meaning, with rather rarely taking wide
scope with respect to frequently, but the way that an AELR must be stated forces rather
rarely to have narrow scope. The other way of getting extracted adjuncts into the SLASH
sel is 1o have a lexical rule put extractable adjuncts on the COMPS list, from which those
that are actually extracted will be recorded in SLASH in the same way as extracted
complements are. In other words, this approach 15 to allow adjuncts to be reated as
complements. Such an approsch is ultimately what will be pursued here, but it mises a
host of problems that will need w be dealt with. An overview of the adjuncis-as-
complements approach and associated problems is presented immediately below, in
section 5.4.

5.4 Treating adjuncts as complements
54.1 The basic approach

The idea of treating adjunctz as complements stans out simply enough: an adjunct is
placed on a verb's COMPS list. The first complication that arises is due to the Semantics
Principle, which states that the semantic head in @ head-complement structure is the same
as the syntactic head, while the semantic head in 2 head-adjunct structure is the adjunct.
So if adjuncts are treated as complements, then the CONTENT of the verb that takes
them must somehow “pre-incorporate” the meaning of the added adjuncts if it is
remain the semantic head of the phrase. This is often done by a lexical rule like (25),
modeled on van Noord and Bouma (1994) and adapted to fit Kasper's approach to
modification. As can be seen, the CONTENT of the original verb is not same as the
CONTENT of the verb with the added adjunct. Once such a lexical rule has been posited,
adjunct extraction is possible, but not without certain shoricomings, as will be discussed
below.
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(25}  Adjunct Addition Lexical Rule

verh
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54.2 Problems

There are several objections that have been maised with respect to treating adjuncts as
complements. Three of them, which are concisely presented in Kasper and Calcagno
(1997), can be called the Quantifier Scope issue, the Linear Order issue, and the Depth-
of-Derivation issue. Levine (1997) also discusses the Lincar Order issue, and brings up a
fourth problem related to facts about cataphora.

5.4.2.1 Quantifier scope

As discussed in Kasper and Calcagno (1997), treating adjuncts as complemenls can cause
problems when guantifiers enter the picture. Consider sentence (26):

(26}  (from Kasper and Calcagno (1997])
Kim apparently almost saw two unicorns.

It is possible 1o retrieve the quantifier, twe uricorms, so that its scope is "intermediate
between [the] adjuncts" (here, apparently and almosr); that is, one reading of (26) could
be paraphrased, “It is apparently the case that there were rwo wnicorns and that Kim
almost saw them." However, the wsual methods of adding adjuncts o a verb's COMPS
list involve "pre-incorporating” the meaning of the adjuncts into the meaning of the verb,
0 that by the time the verb combines with its quantified complement, that complement is
forced to take wider scope than the adjuncts, making scopings like the one mentioned
above impossible,

54.2.2 Linear order

Kasper and Calcagno (1997) also point out that if adjuncts and complements are
indistinguishable, there is no means of explaining why an adverb can sometimes appear
preverbally, and sometimes not. Consider the sentences in (27}

(27 (from Kasper and Calcagno (19970)
a, Sandy harshly criticized her students,
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b. *Sandy harshly treated her students.

When adjuncts and complements were distinct, a ready explanation was that adjuncts
could appear preverbally, while complements could not. Thus, since trear subcategorizes
for an adverbial complement, the adverb harshly in (27b) is a complement, and cannot be
placed before the verb. That explanation is no longer available.

5.4.2.3 Depth of derivation

A third issue that Kasper and Calcagno (1997) raise is that a lexical rule adding adjuncts
o a verb's COMPS list would have to apply as many times 1o the verb as there are
adjuncts in a particular VP. For example, in the VP love him passionately forever, the
verb Jove would have undergone an adjunct-addition rule twice {once for each adverbial),
but still have the same phonology as the ordinary love that has not had this rule applied.
As a consequence, Kasper and Calcagno say, "The correspondence between signs and
overt forms i5 thus much less direct...."

Mot only is such a situation inelegant, it also adds a significamt burden of
nondeterminism in processing sentences. The reason is that when adjuncts are treated in
the traditional way, as selecting & single VP as an argument, there are fewer constituents
that are eligible 1o be that argument, and thus, less checking that needs to happen. In
contrast, when it is the VP that selects any number of adjuncts, which could be simple
adverbs, or PPs, or even subordinate clauses, many more of the constituents in a senlence
will need to be checked.

5.4.2.4 Cataphora

The basic problem with cataphora, or “backwards anaphora,” can be summed up in two
sentences, and Levine (1997) does so:

MFs in complement clauses may not corefer with either matrix subjects or matrix

objects,
NPz in adjunct clauses may corefer with [matrix] objects but not [matrix]
subjects. (p. 10)

In other words, when entire clauses are being considered, there is a distinct difference
between complements and adjuncts. To illustrate, consider the sentences in (28):

(28) a*They; discovered that Fobin just can’t stand [the twins]. (Levine (1997),
(26c))
b. *I told them; that Robin just can’t stand [the twins];.

These sentences illustrate the first half of Levine’s claim, with the NP in the complement
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clause, the nwins, illegally corefernng to a subject NP, they, in (28a), and an object NP,
them, in (28b). The second half of the claim is borne out below:

(29}  a. *They;, never do anything without [the twinzs]; feeling insecure about it.
{Levine (1997), (26b))
b. You can’t say anything to them, without [the twins];, getting offended.
(Levine (1997), (24))

The NPs in the adjunce clauses (that is, the withour clauses) can corefer with the matrix
object in (290), them, but not with the matrix subject in (29a), they. As with the Linear
Order issue, it appears that this distinction will be lost if adjuncts and complements are
considered to be the same kind of thing.

5.5 Attempits to solve the problems
5.5.1 Przepiorkowski (1997)

Preepiorkowski (1997), building on the work of Pollard and Yoo (1997), has devised a
workable solution to the guantifier scoping problem. He proposes a lexical rule that is
essentially like that of van Noord and Bouma: it adds an adverbial element to the verb's
COMPS list, and the "new” verb’s CONT pre-incorporates the meaning of this adverbial.
Hiz method succeeds where van Noord and Bouma's failed because he follows Pollard
and Yoo in making the QUANTS and QSTORE features appropriate 1o SYNSEM.
Before Pollard and Yoo, the problem was that QSTORE and QUANTS were top-level
features, at the same level as PHON and SYNSEM. Therefore, when the MOD feature,
by which adjuncts have traditionally selected their arguments, took a sywesem value, the
QSTORE information of the selected constituent was abandoned. To use the almost saw
fwo pnicorns example from above, almost selects saw by its MOD feature, and the lexical
rule vields a new verb saw, which sounds just like the old verb, but now has the meaning
of almost-seeing. Under the old system, almost selects just the verb and nothing else.
which leads to the mandatory wide scoping of the quantified phrase fwo unicorns. Using
Pollard and Yoo's feature geometry, however, all the quantifier information is parnt of the
content for saw, and thus is available to be combined with afmosr and appear in the
output version of saw, which can now allow wide or narrow scopings for the quantifier.

Unfortunately, although Przepiorkowski sdequately deals with quantifier scope,
he fails to address the other issues. Worse, his solution 1o guantifier scoping does not
generalize to other kinds of scoping that will also need o be dealt with, including
adjunctnegation scoping, and adjunct/adjunct scoping. Consider the examples in (30):

(300 a (Complaint about a television station, heard at halftime during a relevised
football game)
They're not going to show the band again!
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b. Kim almost died because of Robin's incompetence.

The first sentence, in its intended reading, has again taking wide scope over nor;
iz, the TV station had a habit of not showing the halftime band performance, and was
ahout to do so again. However, there is an easily imaginable context that would favor not
taking scope over again: one in which the band has been shown at least once already, and
will not be shown again. The second sentence has a similar scope ambiguity between
almost and because of Robin's incompetence. Back when adjuncts were distinct from
complements, such ambiguities could comespond to two different syntactic structures, as
shown in (31):

(31} a. They're [VP [VP not going to show the band] again] !
They're [VP not [VP going to show the band again]] !

b. Kim [VP [VP almost died] because of Robin's incompetence].

Kim [VP almost [VP died because of Robin's incompetence]].

If all adjuncts are complements, however, then the VPs will have a flat structure,
and it will be difficult to get both possible scopes. One way would be to attribute the
distinct scopings to the order in which each adjunct/complement contributes its meaning
to the VF; another would be to expand the theory to include something like MODIFIER-
STORE, or NEG-STORE. Both would significantly increase complications. For these
reasons then -- the unnesolved problems of linear order and depth-of-denvation, plus the
limited utility of his approach to scoping -- | do not favor Preepiorkowski's framework for
treating adjuncts as complements.

5.5.2 Bouma, Malouf and Sag (1997)

Przepiorkowski's basic problem anises from calling all adjuncts complements. Bouma,
Malouf and Sag (1997) lay out a finer-grained (though still problematic) method of
distinguishing between complements and adjuncts, and manage to circumnavigate the
lingar-order issue. Their method is based on carefully defining a word's argument-
structure, s valence, and its dependents.  They define the argument structure,
represented by the feature ARG-ST. as a list of arguments that must be supplied for the
word; in the case of verbs, these would be its subject and what I am calling its "troe”
complements. A verb's valence (VAL) comprises its subject (SUBJ) and its complements
(COMPS). An important point is that ARG-5T is not the append of SUBJ and COMPS,
a5 is often assumed, In fact, no relation holds between ARG-5T and SUBJ and COMPS,
Instead, the DEP(ENDENT)S feature is used to express what the verb's valence will be.
A wverb's dependents are its arguments plus any adverbs that appear in its VP. A
constraint on words identifies the first element in a verb’s DEPS list as its SUBJ, and
relates the rest of the DEPS list 1o the COMPS list. The details of this relationship will
be given later; for now, the important part is that Bouma et al. have established a way to
tell @ verb's onginal complements from adjunct-complements: the former are those that
appear on ARG-3T, while adjunct-complements are those that appear only on DEPS.
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Both kinds will appear on COMPS, allowing the desired treatment of adjuncts as
complements.

With these relations in place, Bouma ef al. draw their distinction between adjuncts
and complements in English: adjuncts appear preverbally; complements postverbally
(when not extracted). To be sure, this is not a definition; in giving such a rule, Bouma er
al. finesse the issuc of what wuly makes an adjunct an adjunct crosslinguistically.
However, with this rule, the deviance of *Sandyv Rarshly treated her students is once
again explicable: harshly in preverbal position cannot be the complement that treared
demands; it has to be an adjunct. Furthermore, there does seem to be some independent
justification for a preverbal/postverbal adverbial distinction, though the full picture is not
complete. For example, McConnell-Ginet (1982) presents evidence suggesting that the
preverbal position is & special position where an adverb can contribute a different
meaning to a VP than it could postverbally. Consider the contrast in {32), taken from
McConnell-Ginet (1982):

(32)  a Louisa rudely departed.
b. Louiss departed rudely.

For certain adverbs, including rudely, a preverbal position imparts more of an "editorial
comment" reading than an actual “manner of action”" reading: ie., (32a) could be
paraphrased Jr was rude of Lowisa to leave, while (32b) could not. Also, it is a fact that
certain adverbs, such as probably, can appear only preverbally, and such adverbs cannot
be extracted — evidence consistent with the hypothesis that they are not on the verb's
DEPS list:

(33)  a *Louisa departed probably,
b, *Probably, I think Lovisa departed.

Even if these justifications are granted, however, Bouma er al's distinction of
adjuncts and complements is not satisfactory. First of all, although Bouma et al. don’t say
so, in order to implement their distinction between adjuncts and complements, there
would need o be a new feature, which 1 will call ADJT. ADIT would be a Boolean
feature; pure adjuncts like probably would be lexically specified as ADIT:+. Such a
feature would allow constraints (o be stated that would prevent words like probably from
being added to the DEPS list; specifically, a constraint stating that all elements in the
DEFS list are ADIT:-. Adverbs that could appear pre- or postverbally, like carefully,
would be unspecified for ADJIT, with the value becoming specified as + or - depending
on whether it actually appeared before or after the verb. It might be tempting to try to
avoid this new feature, relying instead on the previously outlined revision of the MOD
feature, perhaps by defining adjuncis as signs that are MOD|ARG:synsem, and
complements a5 MOD|ARG:none. Such a proposal, however, would wark only if there
were no adverbial complements. But since there are plenty of sdverbial complements
(under the new definition of complement), which are all MOD|ARG:swisem, this
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distinction is insufficient. Worse still, nothing would prevent a BNPA, which would be
MOD|ARG:synsem, from appearing preverbally, if being MOD|ARG: synsem were the
same thing as being ADJIT:+. Thus, a sentence like *We every place in fown stayed
would be licensed, in the same way as We cauriously stayed. There would still need to be
an ADJT feature to distinguish between constituents that use their MOD in the traditional
way (i.c., truc preverbal adjuncts), and those that use it in some sort of adjuncts-as-
complements lexical rule (i.e., adverbial complements, including BNPAs).

Beyond having to posit an ad hoc feature, there is a deeper problem with
distinguishing English adjuncts from complements based on linear order. To do so in
good faith, the linguist must believe that the linear ordering facts really do reflect
whatever the true distinction between adjuncts and complements is, and that a feature
conceming a sign's linear order can eventually be replaced with a more appropriate
feature as more knowledge is gained. If a semantic distinction is what will replace ADJIT,
then there is the obstacle of explaining why so many adverbs (unlike rudely in the
previous examples) seem to make the same meaning contribution whether they appear
pre- or postverbally, A last-ditch effort to save the linear ordering distinction might be to
say that adverbial adjuncts have the pofential to modify a VP in a manner different from
adverbial complements, and that whether the potential is realized is an issue of context or
world knowledge. But even this attempt crashes when examples like those in (34) are
considered:

(34) a Kim regularly washes the car.
b. *Kim with regularity washes the car.
¢. Kim washes the car with regularity.

Regularly 15 an adjunct by the linear-order definition; with regularity is presumably also
an adjunct, since it means the same thing, But with regularity can only appear after the
verb, like all PPs. And of course, the examples involving cataphora pose similar
problems.  Consequently, we are almost back to where we started, with both
complements and adjuncts appearing after the verb, and no certain way of telling them
apart,

What can be salvaged of Bouma e al.'s approach to adjuncts vs. complements?
Preverbal adverbs can certainly be called adjuncts, in keeping with tradition, and avoid
Kasper and Calcagno's linear order objection. As for postverbal constituents, the verdict
is not in, and it will not be decided here. All that is necessary in order to proceed with an
analysis of BNPA relative clauses, is whether BWNPAs specifically are adjuncts or
complements. It is known that they cannot appear in the preverbal adjunct position, as
demonstrated in (35):

(33) a "*We there stayed.
b. *We Sawrday had a party.
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This does not necessarily mean that BNPAs are complements, however. The rule is that
il & word can appear preverbally, it is an adjunct. The converse -- if & word is an adjunct,
it can appear preverbally -- is not known 1o be true, and therefore, neither is the converse's
contrapositive (if a word cannot appear preverbally, it is not an adjunct). 50 BNPAs
could simply be adjuncts that, for whatever reason, are not allowed to appear in the
preverbal slot, Monetheless, I take the null hypothesis to be that any one-word adjunct
can appear in the preverbal position, and thus (35) supports the classification of BNPAs
as complements, especially given the data from Hukan and Levine in 5.2. The general
template for a BNPA word, then, should be modified to include an ADJIT:- specification,
though T will reiterate my stance that this feature should eventually be replaced.

We have Bouma er al.'s attempt at solving the linear order issue. For the issues of
scope (quantificational and otherwise) and depth of derivation, Bouma er al. have a single
solution: Minimal Recursion Semantics, The basic idea is that the CONTENT of any
sign contains an attribute whose value 15 a list of all relevant scoping relations for the
phrase being described. Some of these conditions will be specified lexically, some
semantically, and some will only enter the picture when and if sufficient contextual
information necessitates them. Thus, all scope interactions, whether they involve
quantifiers, negation, adjuncts, adjunct-complements, or any combination, are addressed
in one place, and furthermore, underspecified scopes are easily represented.

As for depth-of-derivation, instead of having a lexical rule that can apply any
number of times, changing a verb's CONTENT every time, Bouma et al. let the DEPS list
hold any number of adjunct-complements, each of which is decreed 1o modify the verb, as
seen in (36):

(36) Constraint on adverbs (modified from Bouma e al. {1997), (407)

THEAD [3]
ARG -sTfi]
- ADIT +
Y™ = | pershless :anfs
M["E;J;[}]
| cont 2] h

The seeming problem is that such a statement would rule out iterative modification. That
is, in a VP like wash the car frequently rather rarely, rather rarely would not modify
wash the car frequently, but just wash the car, as would freguently. However, reducing
recursion i the name of the game in MRS. To get the scopings right in examples like
those above, devices known as handles are used in conjunction with the list of scope
conditions.
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Of the two approaches to traceless adjunct extraction reviewed here, MRS is the
more promising. There are, however, still some bugs o be worked out of the MRS
system, and therefore, I will not be using its semantics here. But MRS semantics is the
primary reason that Bouma ef al.’s constraint on adverbs can be stated 5o as to avoid the
depth-of-derivation problem; to use more traditional HPSG semantic features like CONT
in the above constraint would convert it to a lexical rele that could apply any number of
times. Therefore, I will not be using Bouma et al's constraint on adverbs in my
explanation of adjunct extraction. Though [ will make use of their ARG-ST/DEPS/VAL
relationships, I will have 1o resort to a lexical rule similar to that proposed in
Preepiorkowski (1997). It is my hope that the MRS system can be improved such that the
constraint on adverbs in (36) will be usable instead of the lexical rule T will employ.

5.6 How to extract adjuncts

At this point, | can present the details of my synthesized version of adjunct extraction, as
was promised above, but first it should be noted that by Bouma er al.'s description of
adjuncts and complements, what we have been calling adjunct extraction up until now is
really complement extraction. True verbal adjuncts cannot be extracted at all, since they
do not appear on 4 verb's DEPS list. OF course, adjectives and other phrases that modify
nouns are also true adjuncts, and cannod be extracted, This prediction is borne out in
examples like those below:

(37) a. *Probably, I think Louisa departed.
b, *Red, I kicked the ball.

I will continue, however, to maintain a distinction between traditional complements and
those complements that have previously been known as adjuncts, The latter elements [
will call adjunct-complements, continuing the convention begun in the previous section.

I will present my explanation of adjunct-complement extraction by discussing two
sample VPs: saw a unicomn foday (adjunct-complement in sif), and Today, Robin saw a
unicarn (extracted adjunci-complement).  First, however, the relevant rules and
constraints will be presented, starting with BM&S's rule of Dependent Realization:

(38) Dependent Realization (DR) (Bouma er al., (1997), (68))
suifi]

word == | COMPS [eruf{cwmn—fs}
pEps 1)@ (2]t pap-s1 )

The first element of the DEPS list is token-identical with the SUBJ value. The rest of the
DEPS list consists of elements on the COMPS list, represented by [2], shuffled with a list
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of gap-synsems. The COMPS list, however, contains only canonical-synsems, that is,
synsems that are not gap-synsems -- or in other wonds, non-exiracied elements. The
DEPS list, not COMPS, keeps track of extracted constituents.

At this point, we can introduce the Adjunct-Complement Addition Lexical Rule,
which is modeled on those of van Woord and Bouma and Przepiorkowski, but
incorporates Bouma er al's ideas about DEPS and ARG-5T, plus the features ARG,
ICONT, and ECONT from Kasper [ 1998):

(39 Adjunct-Complement Addition Lexical Rule (ACALR)

verd
S : [ sues [5] ]
verk vAL[CDHPS [3]]
M_[sum H]] ARG - 5T [2]
5 i U_Jm[m = [ [arc ]
sshl ano.sth] ssll | Mon| iconT o]
peps e 4] oepspleldel ) | il
| conT [s] bl
| Lcowtls] 1]
[4] = [10] © fis{gap—ss) [sle{r} = [B]otis(pap-ss)

The ACALR takes as input a verb with ARG-5T [2] (with a base verb, this will consist of
the append of [3] and [4]). Since there are no adverbs depending on the verb, DEPS is
identical with ARG-5T. By DR, the list [2] is parceled cut among the valence attributes,
with [3] going 1o SUBJ and the non-gap elements of [4] going to COMPS. The output of
the ACALR is a verb with the same phonology as the input verb, but with an adverbial,
(7], appended to the DEPS list. By the DR, [7] and [4] both become the COMPS list.
The CONT of the output verb is not [5], as with the input verb; rather it is [6], which is
taken from the ECONT of the adverbial. Though it is not shown in the above rule, the
ECONT is a value that combines the CONT [5] of the original verb with the adverbial’s
ICONT [9].

5.6.2 Example without extraction: saw a umicorn foday

The ACALR and DR constraint interact as shown in the AVM for saw a unicom today,
shown in (40} on the following page. The first thing o notice is how the ACALR takes
the original saw, shown at the bottom left, and licenses the one seen at the bottom of the
tree. The DEPS list, identical with the ARG-5T in the original verb, has had [6] added to
it, and since [6] (foday) has not been extracted, it also appears on the COMPS list. The
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CONT of saw, [11] in the original, now i1s [2], which comes from the ECONT value of
today. Note that this ECONT is almost the same as CONT [11] in the original saw,
except that the feature TIME is now specified, as [%]. The AVM for today is specified as
ADIT: -, since this is an adjunct-complement. The rest of the tree falls into place under
the usual assumptions of HPSG, plus those of Kasper (1998), explained in section 2.

40y  AVM for saw a unicern today
m{mum lﬂﬂﬂ}
. neanfi]
i vaL|coMPS( )
cowr [2]
a C
H_,.f/ vt (s
PHON { uew.a smicuira a6 [i2heosr fin]
neanfi] saon| 1cost [1o]
ss[ﬂ["”[m'mm}]] g Leowmbliocmonk
s ADIT 4
cont [1o] | mvoex fo]

[ om0}
[ Tresch]
o
comrs (b
anc -st{lLbl)
| vers (bl bLEI)

ssfz]

SE,E.-R E:]
WY ]
vocation [

5.6.2 Example with extraction: foday Robin saw a unicorn

|

o (e}
- [sum [s]
[““““L » ] e
sbfeon] 0] i
| confu]
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Before covering an example with extraction, Bouma et al.'s pninciples concerning SLASH
values need to be introduced:

{41)  SLASH Inheritance Frinciple (SLIF) (Bouma er al. (1997}, (64,651
NONLOC|SLASH T }
fid= filler-ph = | HD-OTR | NONLOC|SLASH 1] }

nonHDDTRS{[Loc h]])

NONLOC|SLASH [1]
HI-DTR | NONLOC |SLASH 1]

foal =verd = ph = |:

(42) SLASH Amalgamation Constraint (SLAC) (Bouma er al. (1997), (63))

[Lm‘ M[DEPS{[SLASH[L]].....E;J.,usu[n]]}"
e BIND ] ]
LNDNLOCISLASH{[l]u..._; bh-Fkl |

The SLAC is what allows traceless propagation of SLASH values. A word's SLASH
value collects the SLASH values from each element in the DEPS list. This amalgamated
SLASH value percolates upward via the SLIP, These SLASH principles work in
conjunction with the ACALR and DR, as exemplified in the AVM for Today, Robin saw
a unicarn, shown in (43) on the following page.

As before, the ACALR is responsible for the verb saw with the adverbial [6] on
its DEPS list. {This time, the original verb iz not shown, since it can be referred 1o on the
previous diagram; its 55 value 12 [13].) MNow [6] is a gap-synsem, as can be seen in ils
separate AVM at the bottom left of the main tree below: its LOC is token-identical with
the singleton value in its SLASH set. Motice that even though [6] corresponds to the
adverb reday, the synsem [6] is not the same as the synsem for foday, which is tagged
[11]. If such were the case, then the extracted today would have to have a SLASH value
of [12], as is specified for [6]; such a situation is clearly undesirable, since by the SLIP,
fodery a8 & filler daughter has to have the empty set for its SLASH value. The LOC value
of [13], however, is shared, and thus the appropriate information can be included in the
CONT value for saw, as required by the ACALR. The SLASH values percolate
according to the SLIP; foday here is still marked as ADIT: -, since it is still an adjunct-
complement.
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(43)  AVM for Today, Robin saw a unicorn

PHON (ioday robin s a unicom)
CAT | HEAD [l ]
cont [2]
sasi | }
F : B
[ .nm[ﬂ]]mlzl | [ i { robin s s umicorn) |
MOD mﬂ'r[lﬂ] { }
neapi]
gcon2] jLocaTio [» sum )
ss [11]uoc [i2]] aprr- by [m"'ﬂ’ﬁ{ }]
cont [in]jmnex 5] contz]
stasn{ }
g H
FHIIN {mdmnﬂ:l

.PH:IH'I:NH}

nean|i]

ol ™ot

5oty anc -st{k] b} L
MO | ARG [m] m<= M"}
[“]"mc ] ] sl | oees(blblk) : [H i wﬂaﬂ

| slasH =1} L ;EE; bl
seex ]

LOCATION [a]__

suasn {2l
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5.7 Overview of "adjunct” extraction

This concludes the explanation of how adjunct extraction will be handled. Before
applying the ideas here specifically 1o BNPAs, a review would be in order. The main
points are that:

1) Adjunct extraction is a misnomer, since the items we are extracting are in fact
(optional) complements.

2} Only adjuncts may occur immediately preverbally; both complements and
adjuncts can occur postverbally,

3} Adjunct-complements appear on a verd's DEPS subject to the Dependent
Realization Constraint: those that are not extracted are also on the COMPS
list.

Although 1 have used a lexical rale adapted from Przepiorkowski (1997), I believe that
once the semantics of MRS (or a similar system) 15 ironed out, this lexical rule can be
abandoned, eliminating once and for all both the depth-of-derivation problem and the
various kinds of scoping problems.

6 How to handle BNPAs
6.1 MNon-relative clause BNPAs

The explanations offered by Larson and Kasper, taken in conjunction with BM&S's
delineation of adjuncts and complements, are sufficient to describe the behavior of non-
relative-clause BMNPAs. To review, BNPA heads are lexically marked as such; that is,
they are unspecified as to whether their MOD|ARG value is synsem or none, and they are
ADIT:-. Thus, they can never appear in a head-adjunct structure (i.e., preverbally, as in
*we Saturday had a party), and when they appear in a head-complement structure, they
will produce the appropriate meaning depending on whether they are on the verb's ARG-
ST list (in which case they must be MOD:rone), or are added to the DEPS list by the
ACALR (in which case they must be MOD|ARG: synsem).

6.2 BNPA relative clauses

In this section I will be bridging a gap between Sag's trestment of English relative
clauses (Sag (1997)) and Kasper's reworking of HPSG-style modification (Kasper
(1998)). In his paper, Sag takes on almost every kind of relative clause imaginable,
including wh-less infinitival relatives. However, he deals only with those involving
subjects of the infinitive ("A person to fix the sink”) or complements of it {("a book to
read”), and bypasses those that involve adjunct-complements, including BNPA infinitival
relatives. Kasper, on the other hand, strikes at the heart of the issue in his treatment of
BNPAs, but since the focus of his paper is on modification in general, he stops short of
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showing how specifically to treat BNPAs in infinitival relative constructions.

6.2.1 Sag (1997) on English relative clauses

Sag makes use of a multiple-inheritance hierarchy to classify the different kinds of
relative clauses. His starting point is the sort pfirase, a class which can be partitioned
according to HEADEDNESS or CLAUSALITY. At the bottom of the hierarchy, any
given species of relative clause will inherit some of ws characteristics from the
HEADEDNESS hierarchy, and some from the CLAUSALITY hierarchy, This hierarchy
is summed up in (44). Each of these sorts in this hicrarchy has an associated set of
constraints, which is inherited by its subsoris. The individual species occurring at the
bottom of this multiple-hierarchy (that is, the ones labeled by number, as well as hd-adf-
ph) must satisfy all the constraints inhented from the HEADEDNESS side and all the
constraints inherited from the CLAUSALITY side. For example, simple-inf-rel-cl must
satisfy the constraints for: hd-ph, hd-nex-ph, hd-comps-ph, clause, rel-cl, non-wh-rel-cl.

(44)  Sag's Multiple Inheritance for Relative Clauses

HEADEDNESS CLALSALITY

1 = red-red-cl {Refuced relatives)
1 = simgile-inf-rel-el (Infmigval relatves)

3w hare-rel-cl (Relative clauses without & relative pronosn. except for infinitval relaives)
4 = whesuh-relel {wherelstives, with whephrase o subject)

5w fin-wh-Mllrel-c (wherelatives. with whephrase as o filler)

6w it Mllrelocd (Infinitivad relmives wish pied-piped preposition)
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There are three primary criticisms with a multiple hierarchy such as Sag's, The
least sericus of them is that computationally, a hierarchy doesn't have any effect. Even
though, for instance, the constraints for the general fd-ph are only coded once, at compile
time they will be copied and recopied for every subtvpe of hd-ph. At best, a hierarchy is
only pood for the grammar writers, providing convenient abbreviations and shortcuts.
The second criticism is the fact thal some of the rypes are based on hazy (though
undeniably real) semantic criteria; for example, infer-cl, smp-cf and decl-cl. Sag himself
concedes this, "assuming that semantic theory will distinguish among kinds of messages,
as indicated." (Sag (1997), p. 14) Third, and most serious, is that in factoring out all the
varipus commonalities among the different types of clauses, some characteristics may not
make for natural classes. To use an analogy from biology, grouping together all animals
that have eyes with lenses would put most vertebrates plus the squid into one group, but it
wauldn't be a group that reflected any kind of natural classification. Therefore, there had
better be some strong motivation for using a particular characteristic as a basis for
separating out another subtype of clauses.

Despite thess criticisms, [ will be using and adding to Sag's classification of
relative clauses because whether or not the hierarchy he has established proves to be well-
founded, the constraints he has posited for the various types of relative clauses do at least
seem o capiure the majority of facts accurately, and it is the most thorough attempt at o
formal description of relative clauses that | am aware of,

6.2.2 Additions and amendments

We now have all the equipment we nesd in order 1o handle BNPA relatives: 1) the
constraints proposed by Sag; 2} Kasper's constraints for intersective adjectival modifiers
and head-adjunct phrases in general; and 3) a method for extracting the adjunct-
complements in adverbial relative clauses. T have made a number of additions and
changes 1o Sag (1997) in order 1o incorporate some of the ideas from Kasper (1998) and
tor allow the content of adverbial relative clauses to come out right.

One change that I have made to the hierarchy (as suggested by Bob Kasper) is in
the sort kd-adj-ph. In his paper, Sag divides head-adjunct phrases into two types: simple-
hd-aelj-ph for most head-adjunct phrases, and hd-rel-ph for the head-adjunct phrases that
are relative clauses. This division becomes unnecessary when Kasper's treatment of
maodification i incorporated. Relative clauses can be specified in much the same way as
Kasper's sort infersective-adjective, and can then be ireated effectively with all other
modifiers in head-adjunct phrases, as shown in (45) on the following page.

Second, I have changed two of the definitions of the infinitival relatives (simple-
inf-rel-cl and inf~wh-fill-rel-cl, items 2 and 6 in the inheritance diagram): whergas Sag
lists them as of type propesition, I am hsting them as fypothetical, which is, along with
proposition, a subtype of a sort that Sag (p.c) calls propositional. The name hypotherical
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is self-explanatory, and I am using it for infinitival relatives because T want to make it
explicit that, for example, 4 place to stay is not necessarily a place where someone has
stayed or will stay, but is rather just a place that someone can, should or may stay.

(45) Constraints for relative clavses (modeled on Kasper (1998) inrerseciive-ad)

INDEX B]J

RESTR [2

.-’.RG|CDNT|:

HEAD|MOD| 100NT [3]

NDEX [i1] ]]

reEsTR [[2]4 [3]

rel—cl =
EL’.‘ONT[

[conts] J

Another change I have made deserves special attention, and it concemns how
SLASH values propagate. Extraction from relative clauses is different from other
extractions in one important respect: the LOCAL value of the modified sign cannot be
structure-shared with that of the gap. The reason is that the gap will be looking for an NP
{a specifier-saturated phrase), while the modified sign will actally be an N' {(specifier-
unsaturated), To illustrate, the gap in fo read ___ is looking for an NP, such as a book,
However, the filler in bock to read is just book, an N'. To be sure, there has been debate
ahout whether relative clauses modify NPs or N's. T am assuming that they modify N's so
that I won't have to take on the problem of excluding phrases like *San Francisco to stay
i, or *Moby Dick fo read. To caplure this behavior, Sag simply declares that the SLASH
value of non-wh relative clauses is an emply set -- in other words, he justs binds off the
SLASH by fat, before it ever encounters the modified N'. (In wh-relative clauses, oo,
the SLASH is bound off before encountering the modifed N', but Sag doesn't have to take
any special measures to achieve this result, since it falls out from constraints on head-
filler phrases.) The W finds its way into the structure because Sag declares that the
relative clause’s MODIARG value is an N that is coindexed with the SLASHed NP in the
relative clause’s head deughter, as seen in the derivation for book to read in (46).

This solution works acceptably for the complement-extraction cases Sag
considers; for example, the verb read in (46) already has a role in its CONT waiting o be
filled with an index for the object that is read. For our purposes. though, since an extra
rale is being specified in the verk's content, coindexing is not enough. Suppose the above
phrase were a place to read instead of @ book to read. To get the semantics of place as a
BMPA correct, the non-wh-rel-cl {in this case, a simple-inf-rel-cl) needs access to the
ECONT of place, which specifies how it must modify the CONT of read. ECONT, in
wirn, relies on ICONT, and ICONT gets its value [rom the CONT of place. Thus, the
element in the SLASH set must share not just the INDEX, but rather the entire CONT
with the MOD|ARG value of the nom-wh-rel-cl, as well as the SLASHed element's
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HEAD, in order to allow aceess to the ECONT and ICONT values. Only in this way will
cantent of the
(46)  Derivation of book o read

|'nd-u.g.—pu
PHON {bact: 1o read )

{Hm[.;

CONT [1}
FHON | Bk : s inf—rei-ri
Ao [ PHOIN (o reat |
35[ ]|:I:NI'.IEI [}} HEAD [8 ] veoms| ames N3] 4
H f"f# C
FHON (1) 'F’F’;T g i
neals ]| comes{fs]) | 5[] jconr [2][::?[3}][4]]

SLASH {NP[H]}

SLASH {NPIH]} ]

BNFA make the contribution that it needs to. [ have made such a modification in the
constraints for the type non-wh-rel-cl. An AVM for a general infinitival relative clause is
shown in (47). incorporating Sag's constraints for simple-inforel-cl (that is, the set of
constraints for hd-ph, hd-nex-ph, hd-comps-ph, clause, rel-cl, non-wh-rel-cl and simple-
inferel-cl ), Kasper's MOD structure, and my own changes as mentioned above,

Also, even though reason has been excluded from the class of BNPA words, in
the interest of completeness I have alse created a subtype of simple-infrel-cl o handle
infinitival relative clauses of reason. Unlike the other non-wh-relatives, the verh in an
adverbial relative modifying reason has an empty SLASH set. Therefore, instead of the
coindexing specified above for simple-inf-rel-cl, the SLASH set of the verb will have 1o
be explicitly specified as being empty. Since in all other respects, the constraints for
stmple-inf-rel-cl are sccurate for reason clauses, the most sensible thing to do is to make
the SLASH specifications for simple-inf-rel-cl a default, which will be overridden in this
subtype, which I have named gapless-inf-rel-cl. Specifications for gapless-inforel-cf can
be found in the appendix.
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(4T}  General form of a simple infinitival relative clause
(Based on Sag (1997}, Kasper (1998); author's additions are in boldface.)

[ simple=inf -rel—ct
T
VFORM inf
HEAD[1]| MC -
INY -
MOD|ARG ¥ [HEAD [3], conT [4]]
susi 2] rro
coMPs{ }

ReL { }

Que{ }

CONT [3 ] hypatheticat

[HEAD 1]

suer [2]

comps{ls]...[]}

HD . DTR | CONT [3]

sLasH / {np [HEAD [3],conT [4] ]}
reL{ }

(que{} |
| NonHDDTRS([synsEm [s]]..... [ynsem[a]])

6.2.3 Putting it all together

At this point, my proposed treatment of BNPAs has been presented in its entirety. What
remains is (o sec how it all works. Therefore, (48) on the following page shows the
derivation of an N' containing an infinitival adverbial relative; place fo stay.

The lexical entry for the onginal verb stay is shown at the bottom of the ree.
ARG-ST and DEPS are identical, with the single element in DEPS being mapped to
SUBJ.
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(48)  Derivation for place to stay
PHOM <_|'n'|lr\e o rra'.r}
[Hr-_an [s]
comt i
S f A
i [ singete-in —rei-ri
(O Peon {w ) ]
ARD [4]|mnr{s][ ::amﬁ [ IJ” ana o] w :::_Dr E[mnex [n]]]
i ‘ L nesTR [12]
scony [ moex 1] i
55 []ﬂ] W[F]c:[ﬂ}] I:'3‘::'”""['-‘] _mm[”]
e moex [i1] _me'r Bj]_ﬂmﬁ:]&{?]]
RESTR [t!][ SUBI{ PROY
[ msT it |
g C(]NT[?]&WM
| stasud }
g /\
ﬁf- F‘I'ICIhr mr
ﬁ#__f"'f- sum(ih]m
-PHDN{no:I CGMPS{ }
suBs{ piar) ana -st{fl}
ey v -
i ari il corer b
ssfs oW 8 uean fhwon| ot k] ”
SLASH {NP [5][M[ﬁ{| } I I
; s is e j
cont 7]
| seasn {fs] }
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original vert

O ()

sum(bl)
comrs|

Wm0 |

The version of stay that appears in the tree has been derived via the ACALR.
Motice that DEPS now has two elements, the second of which is a gap-synsem. The
COMNT, tagged as [7], is token-identical to the ECONT of this gap-synsem. Another
stipulation of the ACALR is that the ICONT of the gap-synsem is the same as its CONT.
By the DR constraint, COMPS is still an empty list, since gap-synsems are not added to
COMPS. The definition of gap-synsem decrees that its LOC, tagged [5], be in its SLASH
set, which indeed it is, and the SLAC ensures that [3] also appears in the SLASH set for
stay. Finally, the SUBJT value is PRO because the lexical entry for fo states that its SUBJ
i the same as that of its complement. The reason that PR is the SUBJ of to will be
discussed shortly.

The lexical entry for fe takes its CONT from that of its complement; thus the
CONT here is [T]. The constraints for simple-inf-rel-cf state that the SUBJ value for the
head-daughter, which is fo, are the same as the SUBJ for the relative clause itself, which
i5 PRC). These constraints also demand that the head-daughter's SLASH set contain a
single NP. By the SLAC, this NP will be the same as the one in the SLASH set for stay:
[5]. The HEAD and CONT values within [5] are written out ([6] and [8] respectively) for
easier reference in the denivation,

The infinitival relative fo stay has CONT [7], inherited from re by the Semantics
Principle. By Kasper's template for relative clauses, [7] will also be the value for ICONT
here, The template decrees that this value become pant of the ECONT|RESTR, along
with the RESTR from the ARGICONT value. This ECONT will be identical to the
CONT of the entire phrase place to stay, by the Semantics Principle for head-adjunct
structures. At this point, before moving on to the AVM for place, let us step back and see
what we want the value of this ECONT, tagged as [13], to be. The entire phrase is an N',
s0 we want [13] 1o be a nom-obj. As for its conjunctive RESTR, we want one conjunct,
[12], to identify the INDEX, [11], as a place, and we want the other conjunct, [7], to be
the relation that says who is doing the staying, and identifies [13] as the location where
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this staying takes place. Now we can look at place and see how this happens.

The SYNSEM value for place, [10], is the same as the MOD|ARG value for to
sy, by the definition of a head-adjunct structure.  Therefore, the tags for all the values
within it can be copied from those of the MOD|ARG part of to stay: HEAD [6], CONT
[8], INDEX [11], RESTR [12]. At this point, we have half of the RESTR we want in
[13]: We have [12] identifying [11] s a place, since [11] fills the INST value for the
place relation. Mow, more infarmation about HEAD [6] is writien out in the AVM for
stay, 50 it can be copied over as well: ARG [4], CONT [3], ICONT [§], ECONT [7]. At
this point, we have almost what we want 1o complete the ECONT [13] in to stay. Up
until now, we haven't said what the actual value of [7] is: we have said only that it is the
CONT aof the post-ACALR version of sray. Meanwhile, in the MOD|ARG|CONT slot for
Place, we have [3], which we know is a stay relation with PR( for a subject, and it is
now additionally specified for LOCATION, with the very INDEX, [11], that we have also
identified as a place. The only rémaining goal is to identify [7] with [3], since we would
have met our goal for the second conjunct in the RESTR for [13]. This is where the
lexical entry for place comes in and finishes the job, declanng the word's MOD|ECONT,
[7], 1o be wken-identical to its ARG|CONT, [3]. This completes the derivation of place
Io stay.

T Closing thoughts

There is still much to be discussed concerning Bare-NP Adverbials, some of which has
been mentioned in previous sections. The issue of what determiners are legal in BNPAs
has been greatly clarified, and separated from that of determiners in PP adverbials, but
there is a hint that further discoveries are possible, The problem of preposition stranding
has been brought closer to a satisfactory explanation here, but not all the way. The means
I have wsed to extract BNPAs in relative clauses - redrawing the line between
complemenis and adjuncts - is still quite controversial, and the version used here is
admittedly inadequate to handle several kinds of scoping phenomena, Howewver, 1
reiterate my belief that the adjuncis-as-complements approach is basically correct, and
that a system such as MRS shows promise of solving these problems.

Finally, I must report some data that seem to contradict an assumption about
BNP# words that has gone unquestioned so far: that they are a distinct set of lexically
marked words, Consider the phrases in (49), seen and heard by the author during the
course of writing this paper:

(49)  Troublesome data
a. The hottest Goth club to dance
(from a handbdll posted in downtown Columbus, 1996)
b. Nlinois city rated as best to raise kids
(headline from Columbus Dispatch, 827097, 34)
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c. It was the Fun House [nightclub] that the DJ named Jellybean discovered
Madonna.
(Casey Kasem on his Top 40 radio show, November, 1997)
d. This is one event that I want my darling wife by my side.
(Homer Simpson, from a 1996 episode of The Simprons)
€. This is the lowest price I've ever sold gold in my life!
(Columbus, Ohio radio commercial, approx. September, 1997)

The first example can perhaps be disregarded if it is assumed that the writers are taking
dance 10 be a transitive verb (in the same way as shop is often taken, as in Thank you for
shopping K-Marr), and the second might simply be an example of omitted words in
newspaper headlings, but the other examples are not so easily dismissed. What is
especially interesting about (49c-e) is the fact that although these vanous nouns are being
used as BNPAs in adverbial relatives, they cannot be used in non-relative BNPA settings,
45 demaonstrated in (50);

(500 c. *Jellybean discovered Madonna the Fun House.
d. *I want my darling wife by my side this event.
e. *I've never sold gold this price in my life!

These last three examples cannot be dismissed as instances of antecedent-contained
deletion {as could the often-heard Your call will be answered in the order i was received
[in], or parking-lot advice Pull owt af the angle you went in faff), since the missing
preposition does not appear elsewhere in these sentences. Furthermore, the last example
cannot even be placed in the placeftime/manner categories of BNPAs that have been
examined so far: it talks about price! Examples like these might simply be attributed 1o
speaker error, but there is beginning to be enough of a body of data that further
investigation could be warranted.
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APPENDIX:
Constraints and sample lexical entries

(A} Semantics Principle for Head-Adjunct phrases {Kasper [1998])
ADJUNCT DAUGHTER ~ HEAD DAUGHTER

[ ARG 4]
Il —adi-struc |

| HEAD | MOD | 1coNT [3] HEAD |1
HEAD 1] 4 ECONT [2] kil I
el conT [5

cont [3]

(B}  Constraints for relative clauses (modeled on Kasper (1998) intersective-adf)

[moEx 1]
r|— Ammm-r'_mm b J:I
it | HEAD|MOD 1conT [3]
G [JNDEx [1] ]
resTr [[2]4 B]]
cont 3] |

(C)  Adjunct-Complement Addition Lexical Rule (ACALR)

werl
; ;v suBs [5] ]
verds % ﬂ[mws [8]]
AL[SUBJ 3 ]] ARG - 5T 2]
comps [i0 . rara 1]
ssh] ara-stf) sslr] MOD mr;ju'rEs]
pers i@ 4] persflefa)s| b EconT [¢]
cont 5] CONT p]
| |conrls] 4

[#] = [10] 0 tist{gap—ss) Ble {7l = [0 brlzapss)
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Sag's constraints for simple-inf-rel-cl, incorporating Kasper's MOD structure.
(Unification of constraints for hd-ph, hd-nex-ph, hd-comps-ph, clause, rel-cl,
non-wh-rel-cl, simple-inf-rel-cl; author’s additions in boldface)

[ simple=inf ~rei—cl
comp
VEORM inf
HEAD[]| M -
N -
MOD|ARG I [HEAD [3], conT [4]
supl z]rro
comps( )

ReL{ }

que{ }

CONT [5 ] hypothetical

[HEAD 1]

suml [2]

comps([s]... [n])

HD - DTR | CONT [5]

sLasH/ {p [HEAD [3],conT [5]]}
ReL{ }

que{ }

_NDN-J-IDE;TRS{[SYNSEM l6]]..... synsem [u] ]-}_

Constraints for gapless-inf-rel-cl
This type is to appear in the hierarchy as a subsort of simple-inf-rel-cl, and was
created here in order to handle infinitival relatives headed by reason, which does
nat create a gap in the modifying infinitive phrase. As a type of simple-inf- rel-cl,
this type will satisfy all the constraints in (G) except that the default SLASH value
in the HD-DTR (denoted by the / in (G) ) will be overridden as follows:

gapless =nf—ref-cl
HD - DTR [SLASH {
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{F)  Lexical entries for several BNPA words (following (Kasper 1998))

T o { o)

HEAL | MUIJ\

[minEx

CONT
REETR

s {Dere)

[_

[l

-,uruw-

| st o

-l ] )

|::mrr|{r*li::£:-c [1] |5 meme |
B

I

[ pre {way}

¥R
R
i PRI
sean|mon| | ioonT | ResTR [2]

ECOMNT ll]mm

e [i]

i RESTR: [::'r[uﬂ

Lotils

| seR{ Dwrr)

[ pron )

HEADI.'-'IDEl

DONT
REZTR

| 5PR D)

]

= A

213

ARG | CONT [“][r:;nm [J]]

o | o 5]

FooNT [4]

Tmpex[i]

iy

st [i

]
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(H) Lexical entry for reason
[ PHON{reasan)}
| VFORM i
COMPS e
CONT [zlpma
meoex 1]

RESTR | 5T [1]
i ara [z ] |

| SER (DerP)

CONT
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